INTERNAL REPORTS IN

SIMULATION, OPTIMIZATION
AND CONTROL

No. SOC-138

EIGHTY PROBLEMS IN COMPUTATIONAL METHODS

AND DESIGN
J.W. Bandler
December 1976

FACULTY OF ENGINEERING
McMASTER UNIVERSITY

HAMILTON, ONTARIO, CANADA







EIGHTY PROBLEMS IN COMPUTATIONAL METHODS

AND DESIGN

John W. Bandler
Department of Electrical Engineering

McMaster University, Hamilton, Canada L8S 4L7

°






IMPORTANT NOTE

The contents of this work, or parts thereof, are intended solely
for use by students in the Department of Electrical Engineering in
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Eighty Problems in Computational Methods and Design

1. Write an algorithm to efficiently calculate the value of
2 4 n
3y + a,ST + 2,5 v ... 38
(a) 3 -
bls + b35 + o bms

given m,n, the coefficients and s. Test m and n.

ZL + jZ_  tan 6

0
(b) Z -
0 Z0 + JZL tan 6
given real ZO, 0 <6 < m, complex ZL' Avoid 6 = g-.
(c) a sinh x + b tanh x
given a, b and e*.
(d) a,sin 6 + a;sin 306 + agsin 586
given a;, a5, ag and sin 6 .
2. Write an algorithm to efficiently evaluate JF and 3F/3s where
tt i
F(Q,s) = Z a;s
i=0
and
a, aF/aaO
b= a, , YR = aF/aa1
ban‘ ”aF/Bané

3. Write an algorithm to efficiently calculate the value of the

objective function
n
U@ = I gty - s’

i=1
and the gradient vector ZU(Q)nxtimes for different Q, where

3 -t -5t 1

1 -2t .
0¢ ‘YT - g5 e (3sin2t + llcos2t)

S(t) =
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is the specified function of time t(system response)

-at

F(g,t) = e sin Bt

is the approximating function of time (model response),

2
3¢1
: 2
[} £l g and v 81 9%
c 3
L a¢3 e

Write an algorithm to efficiently calculate the frequéncy response

Vz(jw)/Vl(jw) for the circuit shown.

Ly Ly
» o—g0 I O
v _ Y S v,
1
- O -O-

Use the algorithm to calculate the response when L1=L2=2H,

C1=C2=0.5F, and w=2 rad/sec.

Write an algorithm to efficiently evaluate ¥ F where
i
a; s
i=0
F($,s) =

o
7]

ne~—sg|ue~—s

i=0

and
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- g -
41
a
n
$ =
b0
b1
b
L m J
6. Write an algorithm to.efficiently evaluate VT where
1
T($,5) = >
R1R2C1C25 + (RlC1 + R1C2 + R2C2)s + 1
and
Ry
C
_ 1
e R
2
- C2 -
Ry R,
. o—\VW % o,
V. (s) T :— V. (s)
1 -————-C1 C2 2
T(s) = Vz(s)/vl(s) for the circuit shown.
7. Write an efficient algorithm for converting binary numbers to

decimal numbers. Test it on the numbers 1101,

10111 and 1010101.
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11.

13.
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Write and test on 44 an efficient algorithm for converting decimal
numbers to binary numbers.
Show how the errors propagate in the calculation of

a a

Xy
(a) b - cd (b) b(C-d) s (C) u__v

What is the relative error? Assuming all results are subject to
the same roundoff errors, develop an expression yielding the maxi-
mum poésible error.

Derive an expression for the relative error in the computation

of x/y. Neglect terms involving products of errors.

Write a program to calculate all the branch voltages and currents
in a resistive ladder network (see figure) allowing up to 100

resistors. Essential data: V , R., R, ... R_.
g 1 2 n

Ry

j\/VA, RS Rn—l
\' R ;%éR ;%E R
g 2 4 n

Let n=8, R1=R3=R5=R7=39, R2=R4=R6=R8=1Q. Calculate the voltages

and currents for Vg=lV using the program written.

Write a program to calculate the input resistance of the circuit
of Problem 11. Use the program written to calculate the input
resistance for the numerical example in Problem 11.

Write a program to calculate all the branch voltages and currents
in a resistive ladder network (see figure) allowing up to 99

resistors. Essential data: V , R., R,, ... R .
g 1 2 n
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R

TN

Let n = 7, R2 = R4 = R6 =1/3 Q, R1 = R3 = R5 = 1 Q. Calculate

the voltages and currents for Vg = 1V using the program written.

14. Write a program to calculate the input conductance of the circuit
of Problem 13. Use the program written to calculate the input
conductance for the numerical example in Problem 13.

15. Consider the ladder network shown.

§ T

(a) Showing clearly all major steps, calculate the node voltages by

(i) Matrix inversion,
(ii) LU factorization.
(b) What is the computational effort involved in (a)?
(c) Set the right hand source to zero, and recalculate the node
voltages. In general, what would the computational effort be

for -different excitations?
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17.

18.
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Consider the resistive network shown.

Showing clearly all major steps, calculate the node voltages By
LU factorization.

Apply to Gauss-Seidel (relaxation) method to the circuit of
Problem 16. Take the initial node voltages as zero and use two

iterations. Repeat with an overrelaxation factor of 1.5.

O
O

Find V3/V1 for this circuit at w = 2 rad/sec in the following
ways, comparing the effort required. Take R1 = R2 = R3 = 20,
C, =C, = C3 = 1F.

1 2

(a) From an analytical expression of V3(s)/V1(s) derived by the
Gauss elimination method.

(b) By actual numerical inversion of the nodal admittance matrix.

(¢) By LU factorization of the nodal admittance matrix.

(d) By assuming V3 and working backwards.
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(e) By ABCD matrix analysis.
Show clearly the steps in your calculations.
19.
Rl RZ RS
o—AMA MA WA o *
— — —— v
1 4 & €z 3
o o

20.

21.

I
1V C | |c C

Find VS/Vl for this network at w =1 rad/sec.in the following

ways. Take R; = R, = R;=1Q, €, =C,=C,=2F.

2 3

(a) From an analytical expression of Vs(s)/Vl(s).

1
Use the Gauss

elimination method.
(b) By actual numerical inversion of the nodal admittance matrix.
(c) By LU factorization of the nodal admittance matrix.
(d) By network reduction.

(e) By assuming a value for V, and working back through the

ladder.

3

Show cleérly the steps in your calculations.

Apply the Gauss-Seidel (relaxation) method to the circuit of
Problem 19. Take the initial node voltages to be zero and use
two iterations. Repeat with an over relaxation factor of 1.5.
Calculate and plot the reflection coefficient of the circuit shown.

L

1Q Z C 1Q
/bﬁ/ﬂ

e )
N~ A\ d

O O
A

Take Cl = 1.0F, C, = 0.125F, L = 2.0H, 0 < w < 4 rad/sec.
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22. Use the multi-dimensional Taylor series expansion to show that a
turning point of a convex differentiable function is a global
minimum. Justify all assumptions.

23. Use the method of Lagrange multipliers to show that the first-
order change of an objective function is maximized in the direction
of the gradient vector for a given step size.

24. Use Lagrange multipliers to minimize the function
subject to

25, (a) If g(%) is concave, verify that g(%) > Q describes a convex
feaZible region. "
(b) Under what conditions could equality constraints be included
in convex programming?

26. Find suitable transformations for the following constraints so that

we can use unconstrained optimization.

(a) 0 < ¢1 < ¢2 < .. < ¢i < L. < ¢k'

(b) 0 < 2 <9,/ 2 U

27. Discuss the scaling effects of the transformation ¢i = exp ¢; .

28. Use an appropriate transformation to create the minimization of

an unconstrained objective function for the problems

(a) minimize U = b¢ + ¢
¢
subject to ¢ >0

with b > 0 .
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29.

30.

31.

(b) minimize U = a ¢2 + a ¢2
9 171 2 72

subject to

with aj, a, > 0.

Derive the gradient vector of U(Q) w.r.t. ¢ for the objective

functions
wu
U= f e(g,w)]p dy
wl
and
n
U= 7J eJ;(;g)'p.
i=1 )

For the linear function (a polynomial is a special case)
k
F(g,¥) = L ¢; £;,(¥),
i=1

(a) Formulate the discrete minimax approximation of S(y) by
F(%,w) as a linear programming problem, assuming % to be
unconstrained.

(b) Assuming an objective function of the form of

[
]
o~

[e; )17

i=1

derive YU and H.
Derive and compare the Newton methods for (a) minimization of a
nonlinear differentiable objective function of many variables (as
required in design) and (b) solving systems of nonlinear simultaneous
equaticns (as required in nonlinear d.c. network analysis). Sketch
carefully each process for a single nonlinear function of a single
variable indicating the various iterations. Under what conditions

would you expect divergence from the solution?
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32.

33.
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For the resistor-diode network shown,

illustrate with the aid of an i-v diagram an iterative method of

finding v at d.c. State Newton's method for solving this problem

and derive the network model corresponding to the situation at

the jth iteration. What is the significance of this model?

(a)

(b)

(c)

(d)

(e)

Write down and define the first three terms of the multi-
dimensional Taylor series expansion of a differentiable function
of many variables.
Show that a step in the negative gradient direction reduces the
function (neglecting second and higher-order terms) unless the
gradient vector is zero.
Derive a formula to approximately calculate all first partial
derivatives of a function of k variables by perturbation using
2k function evaluations.
What are the implications of a positive-semidefinite Hessian
matrix in minimization problems?
Derive Newton's method for function minimization. Explain
under what conditions you would expect convergence. Sketch
the algorithm for a function of one variable showing

(i) a convergent process, and

(ii) a divergent process.
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34.

35.

36.

37.

38.

39.

Describe and illustrate a steepest descent algorithm suitable for

minimization of a function of many variables on a digital computer.

Contrast the method of steepest descent with the method of changing‘

one variable at a time to minimize an unconstrained function.

Provide algorithms for both methods.

Describe pitfalls in attempting the solution of constrained opti-

mization problems using the algorithms of Problem 35.

Sketch contour and vector diagrams relating to constrained opti-

mization problems illustrating the application of the Kuhn-Tucker

necessary conditions and showing

(a)
(b)
(c)

(a)

(b)

(c)

(d)

Points satisfying the KT conditions for minimization,

Points satisfying the KT conditions for maximization,

Points not satisfying the KT conditions for either maximization
or minimization. |

What is a convex function?

What is a convex region?

How are these concepts related in a nonlinear optimization
problem?

Discuss the necessary conditions for an unconstrained optimum

of a differentiable function.

Derive the necessary conditions (NC) for a minimax optimum for a

set of nonlinear differentiable functions from the Kuhn-Tucker

conditions (necessary conditions for a constrained minimum).

Illustrate the results for the special cases of

(a)
(b)
(c)
(d)

a single function satisfying NC,
two active functions satisfying NC,
three active functions satisfying NC,

two active functions not satisfying NC.
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Consider the problem of minimizing

U= 0,(6; + 6,)°

subject to

g =6 - 920
8, =0, 20
h=(¢1+¢2)¢3_1=0'

Is this a convex programming problem? Formulate it for solution

by the sequential unconstrained minimization method. Starting

with a feasible point, show how the constrained minimum is ap-

proached as the parameter r -+ 0. Draw a contour sketch to

illustrate the process. Are the conditions for a constrained

minimum satisfied?

(a) Formulate the design of a notch filter in terms of inequality
constraints, given the following requirements. The attenuation

should not exceed A1 dB over the range 0 to w, and A2 dB over

1

the range w, to wg, with 0 < wp < wy < W, At 0o where

wy < wy < wz,‘the attenuation'must exceed AO dB.

(b) Describe very briefly and illustrate the Sequential Uncon-
strained Minimization Technique (Fiacco-McCormick method) for
constrained optimization.

(c) Set up a suitable objective function for the optimization of
the notch filter of (a).

Fit F = ¢1w + ¢2 to S(y), where wl=l, w2=2, w3=3, w4=4, S(w1)=1,

S(w2)=1, S(w3)=l.5, S(w4)=1, using a program for least pth approxi-

mation. Consider p = 1, 2 and ~ with uniform weighting to all

errors.
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43, Solve analytically the problems described in Problem 42 invoking

optimality conditions.

44. Consider the functions e and e, of one variable ¢ shown.

Explain the implications of least pth approximation with p=1 and 2,
minimax approximation and simultaneous minimization of Iell and

le,| w.r.t. 9.

45, Consider the functions f1 and f2 of one variable ¢ shown.

™9

Explain the implications of generalized least pth optimization of

fl and f2 w.r.t. ¢ for p > 0.

46. Optimize the LC lowpass filter shown. Write all necessary sub-
programs to calculate the response and its sensitivities. Verify

your results with an available analysis program.
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1 R ¢ 1
Specifications
Frequency Insertion Loss
Range
(rad/s) (dB)
0-1 < 1.5
> 2.5 > 25

47. Consider the following specification for a transient response of a
linear system:

5t, 0 <t < 0.2
S(t) = -1.25t+1.25, 0.2 <t <1
0, t>1

Optimize the impulse response of the LC circuit of Problem 46
to fit this specification in the least squares sense.
48, Consider the linear circuit shown which is assumed to be in the

sinusoidal steady state.

= 2Q
= 1F
O
|C r + w = 2 rad/sec
1v R | VR
O

Vv Vv

(a) Obtain by direct differentiation gag-and T
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49.

50.

BVR avR
(b) Obtain Str-and 5§—'by the adjoint network method from first
principles.

Consider the linear circuit shown which is assumed to be in the

sinusoidal steady state.

R C.

/\/bA g

L®)
Q

Let Vg = 1V, Rg = 0.50, C = 2F, R = 192, w = 10 rad/sec. Obtain

by the adjoint network method from first principles aVR/BC,

BVR/BR and BVR/Bw.

Estimate the change in VR when both C and Rdecrease by 5%. How

would you conduct a worst-case tolerance analysis?

Consider the circuit shown which is assumed to be in the sinusoidal

steady state.

Derive from first principles the adjoint network and sensitivity
expressions for all the elements of the circuit. Derive the adjoint
excitations appropriate for calculating the first-order sensi-

tivities of VC w.r.t. all the parameters.
2



16

51.

52.

53.

54.

55.
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Derive the first-order sensitivity expression

T T,
oy

for linear time-invariant networks in the frequency domain, where

Y is the s.c. admittance matrix of an element, V the voltage vector
in the original network and i the corresponding vector in the adjoint
network of the element under consideration.

Write down and explain a computationally attractive method of
obtaining the Thevenin equivalent of an arbitrary linear, time-
invariant circuit in the frequency domain using only one analysis
of a suitable circuit.

Derive from first principles the sensitivity expression and adjoint
element corresponding to a voltage controlled current source. Draw
circuit diagrams to fully illustrate your results.

Derive first-order sensitivity expressions relating to:

(a) A voltage controlled voltage source.

(b) An open-circuited uniformly distributed line.

(¢) A uniform RC line.

Derive from first principles the adjoint element equation and

sensitivity expression for a two-port characterised by

[ vl [A B v
Pl q
[ I c D -1
p L q
I I
+OB  tyoport [0 .+
\) \'
p element q
_O0— —0 -

Apply the result to the following element.
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56. Verify that the adjoint network may be characterized by the hybrid

matrix description

o> o<\>
o

o

where the corresponding description for the original network is

Ha X Al [ Y
SRt

57. Verify that, for a network excited by a set of independent voltages

JV and a set of independent currents JI’

G = ~§ v. YL - ) I W,

v I
where
S
3¢1
A ]
v = —
e 29,
9
9¢
L Tk
implies differentiation w.r.t. k parameters ¢1, ¢2, e ¢k and

G is a vector of corresponding sensitivity expressions associated
with elements of the network. The remaining variables Vi’ Ii’

Vi and Ii are associated with excitations and responses in the
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58.

59.

60.
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original network and adjoint network asimplied by the diagram.

L. original I, adjoint

TR

Consider the linear circuit shown.

R
%% 0+

u(t) T v(t)

Obtain 3v/3R and dv/3C using the adjoint network method and verify
the resulting formulas by directly differentiating v(t). The
excitation u(t) is a unit step.

Evaluate at 0.5 rad/sec the partial derivatives of the input
impedance w.r.t. the inductors and capacitors of the filter of

Problem 21.

9% 0
10
1v — & input impedance

O

Consider the circuit shown at w = 1 rad/sec.
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L1=2H L2=2H

T\ 00

-1
1 g C=1F 1

Obtain the partial derivative values of the insertion loss in dB of
the filter between the terminating resistors with respect to Ll’ C
and L2 using the adjoint network method. If L1 changes by +5%, L,
by -5% and C by +10%, estimate the change in insertion loss at w =1
rad/sec. Check your results by calculating the change in loss

directly and explain any discrepancies.

61. Consider the resistive network shown.

R, = R, = 0.5Q
(a) Calculate the node voltages by LU factorization of the nodal
admittance matrix showing all major steps. Verify that

3 0 0
L= -2 11/3 0 s
0 -2 21/11
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1 -2/3 0
p=10 1 -6/11
0 0 1

(b) Draw the adjoint circuit appropriately excited with a unit
current for finding the first-order sensitivities of the
voltage V across GS'

(¢) Calcualte the node voltages of the adjoint circuit using the

LU factors already obtained above.

(d) Calculate YV, where

3/3G1
3/8R2
v . | 8/3Gg
Y
8/8R4
3/3G
b 5-
Element Branch Equation Sensitivity Parameters
Original Adjoint
V = RI V = RI II R
Resistor [ _.gv  I=0V W

62. Apply the Gauss-Seidel (relaxation) method to the circuit of
Problem 61. Take the initial node voltages as zero and use two
iterations. Repeat with an overrelaxation factor of 1.5.

63. Draw the adjoint network for the active circuit shown which is
assumed to be in the sinusoidal steady state. Include excitations
appropriate to calculating the sensitivities of Vz(jw) w.r.t. all
parameters clearly identifying zero and nonzero excitations.
Develop an expression for the gradient vector of the following

objective function to be minimized:
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th 2
U= z (G(wl) "S(wi)) >
i=1
where
V,(Gw)
Gw) = | ===
() Vo(Gw)
and S(w) is a given specification.
C
1 | l €2 Ro
0— , ' —0
v ( + R,V ] "R R v wv V2
AN 1 2 1 1
‘—_T——C N
e O— -0
Equation
Element Sensitivity Parameters
Original Adjoint
Resistor V=RI V=RI1 11 R
Capacitor I=jwCV I=jwCV -jwVVv C
Voltage I1 0 O V1 Il 0 -u V1
Controlled = = n v i
Voltage v.| [u o] |I v.| lo o] |I 12 H
S 2 2 2 2
aurce
64. C1 CZ CS
SR A N (A S B B
| | | |
1 R1 R2 R3 V3
—0 -0
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65.

66.

67.

(a)

(b)

(c)

(d)

(e)

J.W. Bandler

€
1}

2 rad/sec

R1 = R2 = R3 = 20

C,=C,=C

1 =Cy=Cg=1F

Write down the nodal equations for the circuit shown, using the
component values and frequency indicated.

Apply the Gauss-Seidel (relaxation) method to find the node
voltages assuming the initial node voltages to be zero. Use
two iterations. Repeat with an overrelaxation factor of 1.5.
Factorize the nodal admittance matrix into upper and lower
triangular form.

Calculate BVS/BC2 and 8V3/8R1 by the adjoint network method
using the above LU factorization results in conjunction with
the nodal admittance matrix of the adjoint circuit,

Estimate AV3 (the total change in V3) when C2 changes by +3%
and R1 by -5%.

BVS Vv
Use AV, = SE;-ACZ +

3 AR, . Check the results by

direct perturbation.

Compare the computational effort in the ABCD matrix analysis of a

network and an efficient method based on a tridiagonal nodal

admittance matrix.

Discuss carefully the computational effort required in general for

each approach used in Problem 64.

Consider least pth optimization with both upper and lower response

specifications, where the specifications might be violated or

satisfied. Discuss the role of the value of p and the effects of

different weightings on the solution.
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68.

69.

70.

71.

74.

Show, using the generalized least pth objective, that if specifica-
tions can not be satisfied with a given value of p > 1 then they
can not be ;atisfied for any other value, e.g., p = .
Set up and discuss a suitable least pth objective function for
approximate minimization of

max fi (Q)

iel
where ¢ contains the adjustable parameters and I denotes an index
set relating to the differentiable nonlinear functions fi’ which are
not necessarily positive.
Relate the problem formulation of Problem 69 to filter design, taking
care to discuss upper and lower response specifications, errors, and
weighting functions.
Derive the golden section search method for functions of one variable
from first principles. Explain all the concepts involved. Under
what conditions would you expect a global solution?
Devise an algorithm for finding the extrema of a well-behaved
multimodal function of one variable.
Discuss mathematically and physically the concept of steepest

descent for max f.(g), where the fi(%) are n real, nonlinear,
1<i<n

differentiable functions of %.

Suppose we have to minimize

1/p
(@) U=l ) L) - scwi)lp , p>1
wiaﬂd
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75.

76.

77.
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() U= ) [L(w) - Sw.)I?, peven>0
wieﬂd . 1

where L(wi) is the insertion loss in dB of a filter between Rg and
RL’ S(wi) is the desired insertion loss between Rg and RL and Qd is
a set of discrete frequencies w, - Obtain expressions relating YU to
Q(jwi) where the elements of G are appropriate adjoint sensitivity
expressions. Assume convenient values for the excitations of the
original and adjoint networks.

The complex impedance of a body has been measured at a set of fre-
quencies. A linear circuit model to represent this impedance is
proposed. Explain the steps you would take to optimize the model,
assuming you were to use an available unconstrained optimization
program requiring first derivatives.

Describe the aims of the project you are carrying out for this
course. Explain in detail the steps you are taking to meet these
aims. What results have you obtained thus far and are they what
you expected?

Consider the circuit shown. It is desired to obtain the best

impedance match between the complex, frequency-dependent load ZL

and the constant source resistance Rg'

R
4\§VA o linear
time-invariant
Vv network with
g Z; (953w)> parameters ¢

Ve
A d

Formulate a least squares objective function U of the parameter
vector ¢, the optimum of which represents a good match over a band

of frequencies Q. Explain carefully and in detail how the adjoint
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network method may be used to calculate the gradient vector

W

78. Consider the voltage divider shown.

Ry

R

O O

Formulate as precisely as possible the functions involved (objective
and constraints) and their first partial derivatives required to
optimize the tolerances on Rl and RZ allowing the nominal point to
move, subject to lower and upper limits on the transfer function
and input resistance. Assume a worst-case solution is desired, and
suggest cost functions.

79. Consider an acceptable region given by

2 + 2¢1 - ¢2 > 0

143 - 119, - 13¢, > 0

-60 + 4¢1 + 15¢2 > 0

Determine optimally centered, optimally toleranced solutions using

the following cost functions:

(@) 1,1
1 %
0 0
! by
(b) 1oge ot loge E;—

where €y and e, are tolerances and ¢1O and ¢20 are nominal values.

Formulate the problem as a nonlinear programming problem and give

expressions for derivatives.



26 J.W. Bandler

80. Consider the voltage divider shown.

R1
o—AN o
R,
O O
R
The transfer function R R must lie between 0.46 and 0.53. The
172
input resistance R1+R2 must lie between 1.85 and 2.15. Optimize the

tolerances e, and e, on Rl and R2, respectively, and find the best

corresponding nominal values Rlo and RZO using the following cost
functions:
Rlo RZO
(a) C1 = + H
1 %2
1 1
(b C. = — + —
)_ 2 €1 €,

(Source: Karafin, BSTJ, Vol. 50, 1971, pp. 1225-1242.)
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Department of Electrical Engineering at McMaster University. The problems
cover topies in circuit design, efficient programming, numerical analysis,
matrix methods, relaxation methods, network sensitivity analysis, least
pth and minimax approximation, nonlinear programming, frequency domain and
time domain simulation, tolerance assignment and design centering. The
material is heavily oriented towards automating optimal engineering
design. Many problems require available computer packages for their
solution.
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