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- - ... ABSTRACT

This thesis addresses itself to computer oriented techniques for large scale
optimization of analog circuits. New techniques for simulation and sensitivity
analysis are described and are used to improve the performance of circuit
optimization. A powerful automatic decomposition technique is developed directly
enabling a normal optimizer to solve large circuit problems. Our theory is applied to
the design of microwave circuits.

The status of large scale circuit optimi?ation and the state-of-the-art of
microwave CAD are reviewed. The necessity of circuit oriented optimization tech-
niques is demonstrated by formulating design, modelling, diagnosis and tuning into
optimization problems.

A comprehensive treatment of large change sensitivity computation for
linearized circuits using generalized Householder formulas is presented. A technique
for circuit response updating via a xﬁinimum order reduced system is developed. By
avoiding re-analysis of the complete circuit, our method is responsible for efficient
simulation of large circuits when a subset of the circuit parameters is frequently
perturbed.

An elegant theory for simulation and exact sensitivity analysis of branched
cascaded networks is described. Our approach explicitly takes the circuit structure
into consideration and does not deteriorate as the overall network becomes large. The
practicality of the theory is illustrated by efficient optimization of microwave multi-
plexers consisting of multi-cavity filters distributed along a waveguide manifold.

Examples of optimizing 12- and 16-channel multiplexers are provided.

iii



A novel and general automatic decomposition technique for large scale
optimization of microwave circuits is presented. The partitioning approach proposed
by Kondoh for: FET modevlling ﬁr(;blemé is verified. The application of our technique is
demonstrated by the large scale optimization of a 16-channel multiplexer involving

399 nonlinear functions and 240 variables.
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1

INTRODUCTION

Circuit oriented optimization techniques have been instrumental in
advancing the state-of-the-art in computer-aided circuit design. During the past two
decades of active research and development by both numerical analysts and
engineering professionals, optimization techniques have gained popularity and
appreciation by circuit designers. The power of these techniques is further enhanced
due to the astonishing progress made in the computer industry. With their high speed
and vast capacity in data processing, computers are now being used to optimize
circuits with accuracies and sophistication that were only dreams of the previously
unaided designers.

Interestingly enough, the ambition of electrical engineers grows as fast as
their computing capability. A serious advance they have made is the increased size
and complexity of today's analog systems. On the other hand, requirements on the
accuracy and practicality of design and modelling methods become more stringent,
which in turn necessitates the use of sophisticated techniques such as multi-circuit
modelling and yield maximization. Large scale problems become a critical
consequence due to the increase in both the size of circuits and the complexity of
design methods. The solution of large circuit problems challenges researchers even
equipped with up-to-date computers. Considerable efforts by software engineers are
inevitable before a complicated system can be designed.

The immediate difficulty with large scale problems is due to the limitation

of computer hardware. Prohibitive CPU times and storage requirement often make



ordinary CAD software balk at large problems. A frequent frustration with large
scale optimization is the increased likelihood of stopping at an undesired local mini-
mum. dther émcultiés; espééiélly in brototype and postproduction tuning, are due to
human inability to cope with problems involving large numbers of independent
variables to be adjusted simultaneously to meet a specified response pattern over a
wide frequency range (Bandler and Zhang 1987c).

Fundamental to all circuit optimization procedures is an efficient circuit
simulator. A vital mechanism for a powerful gradient based optimizer is a circuit
sensitivity analyzer. The preliminary step towards large scale optimization is the
development of elegant simulation and sensitivity analysis techniques. Lastly and
most importantly, the mathematical optimizer itself must be made capable of
handling the large numbers of variables and functions.

Consider the effort of solving N linear equations with N unkowns as an
example. As N increases, the storage requirement increases quadratically and the
computational effort increases cubically. Thé trouble often associated with much
existing software is that some simple but redundant operations, almost trivial for
ordinary problems, become unbearable for large scale problems. Three such
situations are worth serious consideration.

One situation occurs when a program, designed to be powerful for a com-
plete circuit simulation, is used very repetitively. Examples can be found in sensiti-
vity approximation, design, tuning and yield optimization where only a few elements
or only a subnetwork are frequently adjusted. The straightforward approach is to
simply repeat the entire circuit simulation each time even when a majority of circuit
subnetworks remain unperturbed. For large circuits, this becomes extremely

inefficient.



The second situation is when a general circuit analysis method is applied to
a specially structured network. Obviously, a certain amount of operations and
stérage -will b;t.:oAme r-edt-.lnda;x.t; For éxample, large microwave circuits belonging to
the category of branched cascaded structures should not be treated using the general
nodal analysis method and the adjoint network approach, unless special
mathematical tools, e.g., the sparse matrix technique is used.

The third situation can be observed directly in an optimization procedure.
A general optimizer takes all given functions and variables into consideration. For
large scale optimization problems, this is not always necessary. For example, there
often exist weak interconnections between certain variables and functions that could
be decoupled during initial optimization stages.

The realization of the above facts has prompted investigations into a
number of approaches to improve large scale CAD techniques. We can exploit
possible properties of the particular circuit, e.g., physical or topological properties.
We can use advanced mathematical tools. We can rearrange CAD software into
suitable formats for special computers, e.g., the vector processors.

From the simulation and analysis points of view, large scale circuit
problems have been fairly treated in the literature. But from the optimization point
of view, only sparse and loosely related materials are available.

This thesis attempts to offer a formal treatment to the problem of large
scale optimization of analog circuits. We propose new approaches to improve
simulation, sensitivity evaluation and optimization, which are all essential for
executing a circuit optimization. The approaches include a comprehensive treatment
of large change sensitivity computation for repeated circuit analysis, an elegant

method for simulation and sensitivity analysis of branched cascaded networks and an



automatic decomposition technique for circuit optimzation. The thesis is based on
frequency domain equivalent circuit models. The automatic decomposition technique
dil;ectly enabiéé a mathematical optimizer to handle large circuit problems. The
technique is used together with our branched cascaded analysis method to produce the
optimal solution of a 16-channel microwave multiplexer invdlving 240 variables and
399 nonlinear functions, representing the state-of-the-art in circuit optimization.

The next two chapters serve as general review and introduction to some
important aspects of contemporary circuit oriented optimization techniques, namely,
optimization techniques for design, modelling, diagnosis and tuning. In Chapter 2, we
review the state-of-the-art in large scale circuit optimization and in microwave CAD.
The design centering problem is formulated as a minimax optimization problem.

Chapter 3 offers a review of optimization techniques for modelling,
diagnosis and tuning (MDT) of electrical circuits. A general formulation of circuit
diagnosis as an optimization problem is introduced. It is followed by a detailed
investigation into three specific formulatién cases. Optimization methods for
modelling and tuning are presented and compared with those for diagnosis.

Chapter 4 presents an efficient approach to large change sensitivity
analysis in linear systems. The approach is based upon a set of generalized
Householder formulas. Efficient schemes for computing large change sensitivities of
a linear system with different numbers of inputs and outputs are developed. The
concept of response updating via solving a minimum order reduced system is
introduced. A systematic approach to formulating a minimum order reduced system
for linear circuits is devised.

In Chapter 5, we describe a novel approach to the simulation and

sensitivity analysis of branched cascaded networks. Formulas are derived for such



responses as input or output reflection coefficient, common port and branch output
port return loss, insertion loss, gain slope and group delay. Exact sensitivities w.r.t.
all variables of interest, including frequency, are evaluated. An explicit algorithm is
provided describing the details of the computational aspects of our theory. Our
approach is used in the optimal design of microwave multiplexers consisting of multi-
cavity filters distributed along a waveguide manifold.

In Chapter 6, we describe a powerful and general decomposition technique
for optimization of large microwave systems. Using sensitivity information, variables
and functions are systematically grouped following the construction of a decompostion
dictionary. The overall problem is automatically separated into a sequence of sub-
optimizations. The partitioning approach proposed by Kondoh for FET modelling
problems is verified. The technique is successfully tested on large scale optimization
of microwave multiplexers involving 16 channels, 399 nonlinear functions and 240
variables.

We conclude in Chapter 7 with some suggestions for further research.

The author contributed substantially to the following original
developments presented in this thesis:
¢))] The use of generalized Householder formulas for large change sensitivity

analysis, and a comprehensive treatment to the efficient computation of

response changes of linear systems with different numbers of inputs and
outputs.
(2) A systematic scheme for direct formulation of a minimum order reduced

system for linear circuit response updating.



3)

(4)

(5)

(6)

A simple algebraic treatment to branched cascaded networks and a set of
formulas for calculating various responses and their sensitivities for such
networks.

An algorithm for systematic simulation and exact sensitivity analysis of
branched cascaded networks.

A theory and an algorithm for automatic decomposition in large scale
microwave optimization problems.

A theoretical description of multiplexer decomposition properties and their

use in optimal design of practical multiplexers.



2
LARGE SCALE CIRCUIT OPTIMIZATION - REVIEW AND BASIC

CONCEPTS

2.1 INTRODUCTION

The use of optimization techniques in circuit design has been advocated for
over 20 years. These techniques are now widely appreciated as essential CAD tools in
the design of analog circuits. In the case of large scale circuit design, however, direct
use of optimization is only sparsely reported in the literature.

In the same period, the use of computers in microwave circuit design also
received serious attention. In 1969, the IEEE TRANSACTIONS ON MICROWAVE
THEORY AND TECHNIQUES Special Issue bn Computer-Oriented Microwave
Practices summarized the early developments in this area. Since then, extensive
research has been performed resulting in various successful CAD techniques for
analysis, modelling and design. Sophisticated microwave CAD software is being
marketed and used.

In this chapter, we review the state-of-the-art in large scale circuit
optimization and in microwave CAD. The basic mathematical formulation of circuit

design as an optimization problem is introduced.

2.2 REVIEW OF LARGE SCALE CIRCUIT OPTIMIZATION
Temes and Calahan (1967) are among the earliest to formally advocate the
use of iterative optimization in circuit design. Waren, Lasdon and Suchman (1967)

illustrated that optimization methods can be applied to a wide range of engineering



problems. The introduction of adjoint network methods for circuit sensitivity com-
putation by Director and Rohrer (1969) facilitated the use of powerful gradient based
opiimizétion ;nethodsAin' circuit ‘desigr'x. Bandler (1969, 1973) systematically treated
the formulation of error functions, the least pth objective, nonlinear constraints,
optimization methods and circuit sensitivity analysis. Further activities in this area
are summarized by Director (1971), Charalambous (1974), Bandler and Rizk (1979),
Brayton, Hachtel and Sangiovanni-Vincentelli (1981). The recent review paper of
Bandler and Chen (1987) addressed a variety of circuit optimization techniques for
realistic design and modelling problems. Dennis Jr. (1984) gave electrical engineers a
user's guide to nonlinear optimization algorithms.

The evolution of very large scale integrated circuits (VLSI) prompted the
research in solving large scale problems. The immediate work is to simulate and .to
analyze such circuits. One major effort in this area has been the development of
network partitioning and various tearing methods (e.g., Sangiovanni-Vincentelli,
Chen and Chua 1977). Another effort is to uée vector computers (e.g., Calahan and
Ames 1979; Yamamoto and Takahashi 1985) and parallel processors (e.g., Huang and
Wing 1979). Sparse matrix techniques have been often involved (e.g., Huang and
Wing 1979). More details of large scale simulation are available in Newton (1981),
Hachtel and Sangiovanni-Vincentelli (1981) and Pederson (1984).

Other works done for large scale circuits are the computation of poles and
zeros (Wehrhahn R. 1979) and yield estimation (Downs, Cook and Rogers 1984).
Large scale networks is also considered from the graph theory point of view, e.g.,
Boesch (1976).

Sparse matrix techniques and decomposition techniques are two powerful

mathematical tools for solving large scale problems. Both techniques take advantage



of the fact that as a problem becomes large, more weak interactions between
subproblems are likely to occur. The sparse matrix techniques are used to avoid
unheceséary szbrége énci com‘p.ut.:ation.of zero components of a matrix Work in this
area can be found in books of Reid (1971) and Duff (1981). The decomposition
techniques are generally used to solve decoupled subproblems separately and then to
solve the overall problem using the knowlege of subproblem solutions. An excellent
survey of decomposition for large scale problems is provided by Himmelblau (1973).
Large scale mathematical programming became an important topic for
operations researchers in the 1960's. A major inspiration in this field has been the
discovery of the decomposition principle by Dantzig and Wolfe (1960). The work of
Geoffrion (1970) and Lasdon (1970) summarized the major pioneering activities in
this field. More recent reviews are available in Haimes (1982) and Luna (1984).
Many people have used decomposition approaches, e.g., Bunch and Kaufman (1981),
Shapiro and White (1982), Borison, Morris and Oren (1984) and Mandakovic and
Souder (1985). Others used sparse matrix tecfmiques (Murtagh and Saunders 1978;
Coleman 1984), matrix splitting (O'Leary 1981), recursive quadratic programming
(Biggs and Laughton 1977) and dual optimization methods (Templeman 1979).
Although the simulation and analysis of large scale analog circuits have
been fairly treated in the literature, the direct optimization of such circuits however,
is a much open subject. Bandler, Chen, Daijavad, Kellermann, Renault and Zhang
(1986) successfully optimized a 16-channel microwave multiplexer involving as many
as 240 nor;linear design variables. The first formal attempt to large scale microwave
optimization is made by Bandler and Zhang (1987a) who developed an automatic

decomposition technique for device modelling and large circuit design.
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2.3 REVIEW OF MICROWAVE CAD

The early stages of computer-oriented microwave practices can be repre-
seﬁted by the}:ommenitsiof Gefsinger (1969). As he pointed out, in the late 1960's,
within microwaves, the electromagnetic field analysts were the group most fully
converted to the computer. In microwave circuits, old design methods were adapted to
the compufer and new design approaches were devised. Computer programs were
used to do such things as analyze arbitrary microwave circuits, design filters,
transistor amplifiers and other components.

Bandler (1974) edited the second Special Issue of Computer-Oriented
Microwave Practices of the IEEE TRANSACTIONS ON MICROWAVE THEORY
AND TECHNIQUES. A wide range of opinions held by contributors to the field as
well as users were revealed from the panel discussion on the status of computer-
oriented microwave practices (Cermak, Getsinger, Leake, Vander Vorst and Varon
1974). The gap between numerical techniques and real engineering problems was
brought into serious consideration. Rigorousily derived methods for design rather
than only for analysis were increasingly used (Bandler 1974).

Without attempting to trace all historical details of microwave CAD, here
we devote more attention to the current state-of-the-art in this area.

A wide range of microwave circuits can be covered as candidates for the tool
of CAD. As stated by Hoffman (1984), essentially it does not matter very much if the
circuit is passive or active, linear or nonlinear, whether it is a single component or a
subassembly. Also, the frequency of operation of the circuit is in general not a
significant parameter. A treatment of the subject area is also compiled into a

textbook by Gupta, Gary and Chadha (1981).
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The contemporary and recognized industry-standard in microwave CAD
can be represented by the commercially available software SUPER-COMPACT (1986)
ana TOt.TCHé;I;ONE t1985).u ‘SUPER'-COMPACT provides the necessary tool for
choosing a design topology and active elements, synfhesizing amplifier matching
circuits, and can optimize complete circuits having as many as four external ports.
Circuit elements include lumped, microstrip and stripline, filter, thin film, coupler
and active devices. SUPER-COMPACT can run under mainframe operating systems
such as VAX/VMS, HP-UX(UNIX) and IBM/CMS. It can also be run simultaneously
by more than one user, i.e., as a time sharing software. On the other hand,
TOUCHSTONE (1985) is the most advanced software for RF/microwave CAD,
running on personal computers such as IBM PC-XT, AT and IBM-compatibles. With
a complete element and measurement catalogue, TOUCHSTONE can be treated as a
laboratory instrument to set up a microwave circuit and to perform simulation,
optimization and tuning. Other commercially available microwave CAD software
also exist, e.g., CIAO (1985) for circuit anal)‘rsis and optimization and CADEC +
(1987) for computer aided design of electronic circuits, both running on desk top
computers. MIDAS (1987) is a microwave/RF CAD program incorporating a Network
Descriptive Language, which allows the use of algebraic expressions to define any
values for network analysis. Allen and Medley Jr. (1980) developed a set of network
analysis programs for microwave circuit design using programmable calculators.

Today's research of microwave CAD continues to be active in a broad
subject area. Topics of major interest include modelling of active and passive micro-
wave components (e.g., Salmer 1987; Bandler, Chen and Daijavad 1986b),
characterization and modelling of transmission structures and discontinuities (e.g.,

Pramanick and Bhartia 1986; Koster and Jansen 1986), linear and nonlinear analysis
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of devices and circuits (e.g., Rizzoli and Lipparini 1985; Gilmore 1986; Curtice 1987),
large scale numerical simulation and design of devices and circuits (e.g., Rizzoli,
Feﬂito énd l‘féri 1986; Bandler and Zhang 1987a) and optiniization techniques
applicable to microwave CAD (e.g., Bandler, Kellermann and Madsen 1985; Bandler
and Chen 1987). In addition to the popular frequency domain, fixed topology and
equivalent circuit model description of microwave circuits, methods using time
domain (Sobhy and Hosny 1981), changable topology (Dowson 1985), and physical
device models (Snowden 1986) are also developed. Besides the scattering parameter
approach used in software such as SUPER-COMPACT (1986) and TOUCHSTONE
(1985), the wave analysis approach has been adopted in CAD programs for noise
analysis of interconnected multiport networks (Kanaglekar, McIntosh and Bryant
1987). In Europe, extensive research in microwave CAD is currently underway as
evidenced by the survey paper of Gardiol (1986) and by the IEE PROCEEDINGS-H
Special Issue on Computer-Aided Design of Microwave Circuits edited by Pengelly
(1986). |

In dealing with problems of large numerical size, Rizzoli, Ferlito and Neri
(1986) exploited the hardware capability of vector processors (supercomputers) such
as the Cray X-MP. They presented a possible approach for vectorization of microwave
CAD programs. As opposed to the conventional way of processing a circuit via a
sequence of single frequency analysis, they perform a single multifrequency analysis
of the circuit. Common computational operations of the circuit at different fre-
quencies are exploited. According to their report, speed up factors of the order of 50
were obtained. However, the memory requirements of this method are increased

significantly.
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Bandler and Zhang (1987a) treated large scale microwave CAD problems
by exploiting advanced mathematical tools. Their approach used an automatic
deéomp&sitiorl échemé. Largé scale opfimization problems were solved using ordinary
mainframe computers with memory limitations within reasonable computer time.
Their method is effective on microwave circuits having decomposition properties.

Optimization methods are now considered important tools in the
microwave CAD community. The survey papers by Bandler (1969), Charalambous
(1974) and Bandler and Chen (1987) summarized mathematical programming
methods for solving microwave circuit design problems. Optimization methods were
used in integrated design centering, tolerancing and tuning (Bandler, Liu and Tromp
1976b), in device modelling (Bandler, Chen and Daijavad 1986b) and postproduction
tuning (Bandler and Salama 1985b) of microwave devices. As a general CAD tool,
optimization techniques have also been used for diagnosis (e.g., Bandler and Zhang
1987b) and yield maximization (e.g., Hocevar, Lightner and Trick 1984) of electrical
circuits. Mathematical programming techniqﬁes involved ranging from the random
optimization method (TOUCHSTONE 1985) which does not use any derivative
information, to various gradient methods using either approximated gradient
(Bandler, Chen, Daijavad and Madsen 1986), or exact first-order derivatives (Bandler,
Kellermann and Madsen 1985), or exact second-order derivatives (Iobost and Zaki
1982). Particularly, the minimax (Hald and Madsen 1981) and the ¢; (Hald and
Madsen 1985) optimization algrithms developed by Hald and Madsen of the Technical
University of Denmark have been very practical for modelling and design of

microwave circuits (Kellermann 1986; Daijavad 1986).
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2.4 FORMULATION OF CIRCUIT DESIGN AS AN OPTIMIZATION
PROBLEM
Basically, a désign prbblem is to find a set of designable parameter values

which let the circuit respose or performance optimally meet some given specifications

(Bandler and Rizk 1979). In this section, the circuit design problem is formulated.

2.4.1 The Circuit Model
In computer-aided design, a circuit is usually described by a mathematical
model. Let
b 2 (o1 d2... olT (2.1
represent the design parameters. The circuit responses Fy, k = 1, 2, ..., np, are
functions of parameters ¢ and of other independent variables y, i.e.,
Fi £ Fi(®, w). 2.2)
Fig. 2.1 depicts a general circuit with multi-inputs and multi-outputs. The response
functions Fy are evaluated or measured at oﬁtput ports and can represent, e.g.,
voltage, current, insertion loss, return loss, group delay and S parameters. Two
responses, e.g., F1 and Fg are distinguished either by two different output ports or by
two different types of responses at the same port or by a mixture of both. The circuit
topology is usually fixed. The design parameters ¢ can be accessed either directly
(physical parameters), e.g., length of a waveguide, or indirectly (model parameters),
e.g., coupling parameters of a cavity filter. The independent variables p represent,
e.g., frequency, time, tempreture, etc. The functions Fi(¢, p) are assumed continuous
in the ranges of ¢ and y of interest. Performance specifications are usually functions

of y only (Bandler and Rizk 1979).
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Fig. 2.1 A general representation of multi-input and multi-output analog

system. Fy,k = 1,2, ..., np are responses being m<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>