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 The Space Mapping (SM) approach involves a suitable calibration of a fine model by a 
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accurate, while the surrogate is a faster (less accurate) representation. 

We present, for the first time, new techniques for exploiting exact sensitivities in EM-based 
circuit design in the context of SM technology.  If the EM simulator is capable of providing gradient 
information, these gradients can be exploited to enhance a coarse surrogate.  New approaches for 
utilizing derivatives in the Parameter Extraction (PE) process and mapping update are presented. 

We present the Gradient Parameter Extraction (GPE) algorithm.  In GPE we match not only the 
responses of the fine and the coarse models but also the corresponding Jacobians. 

If we have exact derivatives throughout, we can use them to obtain the mapping at each iteration.  
If we do not have exact derivatives, various approaches to initializing or constraining the mapping can 
be devised, for example, we can use finite differences.  Either matrix may be updated using a Broyden 
update.  Hybrid schemes can be formally developed following the integrated gradient approximation 
approach to optimization by Bandler et. al. 
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Introduction 
The SM approach involves a suitable calibration of a fine 
model by a physically-based “coarse” surrogate.  The fine 
model may be time intensive and field theoretic and 
accurate, while the surrogate is a faster (less accurate) 
representation. 
We present, for the first time, new techniques for exploiting 
exact sensitivities in EM-based circuit design in the context 
of SM technology.  If the EM simulator is capable of 
providing gradient information, these gradients can be 
exploited to enhance a coarse surrogate.  New approaches 
for utilizing derivatives in the parameter extraction process 
and mapping update are presented. 

Gradient Parameter Extraction (GPE) 
At the jth iteration we obtain xc

(j) through a Gradient 
Parameter Extraction (GPE) process: 
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where λ is a weighting factor and E = [e1 e2 … en]. 
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where Jf  and Jc are the fine and coarse Jacobians at xf and 
xc, respectively (Jf , Jc ∈ℜM×n; M ≥ n). 

Mapping Update Alternatives 
If we have exact derivatives throughout, we can use them to 
obtain B at each iteration in the Parameter Extraction (PE).  
Note that this matrix can be iteratively fed back into the 
GPE process and refined before making a step in the fine 
model space. 
If we do not have exact derivatives, various approaches to 
initializing or constraining B can be devised, for example, 
we can use finite differences.  Either matrix may be updated 
using a Broyden update.  Hybrid schemes can be formally 
developed following the integrated gradient approximation 
approach to optimization by Bandler et al. [1]. 
On the assumption that the fine and coarse models share the 
same physical background, Bakr et al. [2] suggested that B 
could be better conditioned, in the PE process, if it is 
constrained to be close to the identity matrix I. 

Bandstop Microstrip Filter with Open Stubs [3] 
Our approach is applied to a symmetrical bandstop 
microstrip filter with open stubs.  An alumina substrate with 
thickness H = 25 mil, width W0 = 25 mil and dielectric 
constant εr = 9.4 is used for a 50 Ω feeding line.  The coarse 
and fine models are shown in Figs. 1 and 2, respectively.  

The design parameters are xf = [W1 W2 L0 L1 L2]T.  The 
design specifications are 
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Sonnet’s em [4] driven by Empipe [5] is employed as 
the fine model, using a high-resolution grid with a 
1mil×1mil cell size.  We use OSA90/hope [5] built-in 
transmission line elements and classical formulas to 
represent the coarse model.  xc

* = [4.560 9.351 107.80 
111.03 108.75]T (in mils).  We use 21 points per frequency 
sweep.  We utilize the real and imaginary parts of S11 and 
S21 in the PE.  Finite differences estimate the fine and coarse 
Jacobians.  A hybrid approach is used to update B.  The 
algorithm converges in 5 iterations.  The initial and final 
responses are shown in Figs. 3 and 4, respectively.  The 
reduction of ||xc – xc

*||∞ versus iterations is shown in Fig. 5. 

Conclusions 
We present a family of techniques for exploiting exact 
sensitivities in SM optimization.  Available gradients can 
initialize mapping approximations.  Exact or approximate 
Jacobians of responses can be utilized.  For flexibility, we 
propose different possible “mapping matrices” for the PE 
processes and SM iterations.  Broyden updates can be used.  
Final mappings are useful in statistical analysis and yield 
optimization. 
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Fig. 1.  Bandstop microstrip filter with open stubs: coarse 
model. 

Fig. 2.  Bandstop microstrip filter with open stubs: fine 
model. 
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Fig. 3.  Optimal OSA90/hope target coarse response (—) and 
corresponding em fine model response at the starting point 
(o) for the bandstop microstrip filter. 

Fig. 4.  Optimal OSA90/hope target coarse response (—) 
and em fine model response at the final design (o) for the 
bandstop microstrip filter. 
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Fig. 5.  Reduction of ||xc – xc
*||∞ versus iterations.  
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