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Abstract—A robust new algorithm for electromagnetic (EM) sponses match the fine model responses are obtained. The

optimization of microwave circuits is presented. The algorithm extracted parameters may not be unique, causing the technique
(TRASM) integrates a trust region methodology with the aggres- to fail to converge.

sive space mapping (ASM). The trust region ensures that each . .

iteration results in improved alignment between the coarse and Recently, a multipoint parameter extraction Conc_ept was
fine models needed to execute ASM. The parameter extraction Proposed [2] to enhance the uniqueness of the extraction step at
step is a crucial part of the ASM technique. The nonuniqueness the expense of an increased number of fine model simulations.
of this step may result in the divergence of the technique. To The selection of points was arbitrary, not automated, and no

improve the uniqueness of the extraction phase, we developed ajntormation about the mapping between the two spaces was
recursive multipoint parameter extraction. This suggested step taken into account

exploits all the available EM simulations for improving the . . .
uniqueness of parameter extraction. The new algorithm was Our proposed trust region aggressive space mapping
successfully used to design a number of microwave circuits. (TRASM) algorithm automates the selection of fine model

Examples include the EM optimization of a double-folded stub points used for the multipoint parameter extraction process.
filter and of a high-temperature superconducting (HTS) filter 1 the multipoint parameter extraction, an iterative approach

using Sonnet'sem. The proposed algorithm was also used to til I the fi del ints simulated si the last
design two-section, three-section, and seven-section waveguidéJllzes a € fine model points simulated since the las

transformers exploiting Maxwell Eminence. The design of a successful iteration. Also, the current approximation to the
three-section waveguide transformer with rounded corners was mapping between the two spaces is integrated into the

carried out using HP HFSS. We show how the mapping can be parameter extraction step. The space mapping step at each
used to carry out Monte Carlo analysis using only coarse model iteration is constrained by a suitable trust region [3].

simulations. The TRASM algorithm was applied to a number of exam-
Inde_x Te(ms—CAD_, electror_na_gne_tic simulation, Monte Car_lo p|es_ The EM solveem! was used Successfu”y to Optimize
analysis, microwave filters, optimization methods, space mapping. the design of a high-temperature superconducting (HTS) filter
and a double-folded stub filter. Maxwell EmineAdarough
I. INTRODUCTION Empipe30 was used as a fine model to design two-section,

. . . hree-section, and seven-section waveguide transformers. HP
NOVEL algorithm for aggressive space mapping (ASM 2
A o . . FSS was used to carry out the optimization of a three-
optimization [1] is introduced. Space mapping aims at

L . . . . " ection waveguide transformer with rounded corners. The
aligning two different simulation models: a “coarse” mode . . .
. L. LT . e ¢coarse models for these examples exploited either a coarse grid
typically an empirical circuit simulation, and a “fine” model,

typically a full-wave EM simulation. The technigue combine%EM model or circuit-theoretic/analytical models. The different

the accuracy of the fine model with the speed of the coardpes of models used illustrate the flexibility of selection of

Co ; .~ coarse and fine models.

model. Parameter extraction is a crucial part of the technlque_l_he required number of fine model simulations to obtain
In this step the parameters of the coarse model whose {fe final design, as demonstrated by the examples, is of
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Carlo analysis of the fine model exploiting only coarse model lll. THE PARAMETER EXTRACTION STEP
simulations. We demonstrate this approach by performing &, the parameter extraction step, the parameters of the coarse

statistical analysis of the three-section waveguide transformag je| whose response matches the fine model response are
with rounded corners simulated by HP HFSS. obtained. It can be formulated as

i )y _
[l. THE AGGRESSIVESPACE MAPPING TECHNIQUE m“}vlj?lzeHRem(‘”WJ Ros(20s)

. )

It is assumed that the circuit under consideration can be . ]
simulated using two models: a fine model and a coarse mod€l® €xtracted parameters may not be unique, causing the
The fine model is accurate but is computationally intensiviéchnique to fail to converge.

This model can, for example, be a finite element model. WeA Multipoint parameter extraction concept was proposed

refer to the vector of parameters of this modelaas,. The [2] to enhance t_he uniqueness of para_meter extragtlon a_t the
coarse model is a fast model but it is less accurate than the fij@ense of an increased number of fine-model simulations.
model. This model can be a circuit-theoretic empirical modelNis extraction step is given by

The vector of parameters of this model is referred teas

The first step of the technique is to obtain the optimal design ~ minimize [|[Ros (€05 + AT) — Bepn(Tem + Az)|| - (8)
of the coarse modet?,. The technique aims at establishing a ”

mapping P between the two spaces [1] simultaneously for a set of perturbationse. Thus, the two
models are matched at a number of points. In [2], there

Zos = P(Tem) (1) were no guidelines regarding the selection or the number

of points used for the multipoint parameter extraction. Also,

such that there is one important drawback in the multipoint parameter
extraction procedure suggested in [2]. It was assumed that the

| Rem (Tem) — Ros(T0s)|| < & ) perturbationAz is identical in both spaces. This is not reliable

since the relation between the perturbations in the two spaces
is determined by the matriB, which is an approximation of

the Jacobian of the coarse-model parameters with respect to
the fine-model parameters, not by the identity matrix. Our new
algorithm automates the selection of fine-model points used
for the multipoint parameter extraction. This new algorithm is
[ =P(zem) — 2, ©) presented in the next section.

where R..,,, is the vector of fine model responsds,; is the
vector of coarse mode responses, dnlis a suitable norm.
The error function

is first defined. The final fine-model design is obtained and the
mapping is established if a solution for the system of nonlinear IV. THE TRASM NEW ALGORITHM

equations At the ith iteration, the residual vectgf®” = P(:cgi,?l) -
%, defines the difference between the vector of extracted
f@em) =0 ) coarse model parametené,? = P(zﬁ,ﬁ?l) and the optimal
coarse model design. The mapping between the two models
is found. is established if this residual vector is driven to zero. It
Let z',), be theith iterate in the solution of (4). The nextfollows that the valud|f”|| can serve as a measure of the
iterate(;,; ) is found by a quasi-Newton iteration misalignment between the two spaces in dtteiteration. The

step taken in théth iteration is obtained from
gl = 2l) + h (5)
| ( BOTRO 4 I) R — _BWT §0) 9)
where b is obtained from

() 0 whereB is an approximation to the Jacobian of the coarse-
BYhY = _f(‘”em) (®)  model parameters with respect to the fine-model parameters
at theith iteration. The parameter is selected such that the

and B? is an approximation to the Jacobian of the vectditeP obtained satisfigh”|| < 6, wheres is the size of the
f with respect toz,,, at theith iteration. The matrix3 is trust region. This is done by utilizing the iterative algorithm
updated at each iteration using Broyden’s update [4]. sug]rgl]ested in [3].‘The. point Sl_Jggested for the next ite_ration is
It is clear from (1)—(3) that the vector functighis obtained et = 2l) + B, Single-point parameter extraction is then
by evaluating P(z..,). This can be achieved through theapplied at the poinelst ) to get fOTY = Pty — &2,
process of parameter extraction. This extraction step involvEkse pointzgi,fl) is accepted and the matri8 is updated
solving a subsidiary optimization problem. The parametesing Broyden’s formula [4] if a success criterion related to
extraction step is discussed in more detail in Section Ill.  the reduction in thé; norm of the vectolf is satisfied. In our
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Fig. 1. lllustration of the automated multipoint parameter extraction. (a) The current statett ileeation. (b) Initial parameter extraction at the suggested
pointht}. (c) Parameter extraction fails; an additional paki} is obtained and multipoint parameter extraction is carried out to sharpen the solution.

implementation, this success criterion is given by important aspect. A perturbation in the fine-model space of
Azx.,, corresponds to a perturbation in the coarse-model space
(Hf(i) _ Hf(i+1)H) > 0_01(Hf(i) ) of B Az...,. This is logical since the matriB‘” represents
the most up-to-date approximation to the mapping between the
two spaces. Thus, the available information about the mapping
o _ between the two spaces is exploited.
The success criterion (10) ensures that the ratio between thghe new extracted coarse model parameters either satisfy

actual reduction in thd, norm of the vectorf and the he gyccess criterion (10) or they are used to obtain another
predicted reduction is greater than a certain value. Othen’v'ﬁﬁndidate point which is then added to the Setand the

the validity of the extraction process Ieadmgﬁ& at the whole process is repeated (see Fig. 1). This recursive mul-

gL i i+1) o ) . )
suggested pointc,,, is suspect. The residual vectpf ") is tipoint parameter extraction process is expected to improve
the unigueness of the extraction step. This may lead to the

_ H FO L BORO

(10)

then used to construct a candidate point from the pﬁSﬁ&l)

by using (9). This candidate point is then added to the set Qfiistaction of the success criterion (10) or the step is declared
points employed for simultaneous parameter extraction at thejyre. Failure is declared in one of two cases: either the

point =i A new value forf“*") is obtained by solving vector of extracted parameters approaches a limiting value
with the success criterion not satisfied, or the number of

fine model simulations since the last successful iteration has
reachedn + 1. In the first case, the extracted coarse model
parameters are trusted and the accuracy of the linearization
used to predich(i’) is suspected. Thus, to ensure a successful
simultaneously for alk.., € V, whereV is the set of fine Step from the current point’.),, the trust region size is shrunk
model points used for multipoint parameter extraction. Thand a new suggested poimﬁi,fl) is obtained. In the latter
multipoint parameter extraction step differs from (8) in onease, sufficient information is available to obtain an estimate

minimize HROS (zos +B® (zem - zgiﬁfl))) — Repn(Zem)
(11)
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TABLE |
MATERIAL AND PHYSICAL PARAMETERS FOR THE
COARSE AND FINE ern MODELS OF THE DFS RLTER

Model Parameter Value
Fig. 2. The DFS filter [5]. substrate dielectric constant 9.9
substrate thickness (mil) 5
for the Jacobian of the fine-model responses with respect to ~ Shiclding cover beight (mil) ®
he fi del This is d b Vi h conducting material thickness 3.0E-6
t e_ Ine-moae parameters. IS IS aone py soiving the system substrate dielectric loss tangent 2 0E-3
of linear equations resistivity of metal (Qm) 1.72E-8
‘ ‘ T magnetic loss tangent 0
(zgzgl _ xgln-ll-l)) (g(i) _ g(i—l—l))T surface reactance (Q/sq) 0
) T . o) T lower frequency limit (GHz) 5
(xgzrzl _ xgl)) r (g(z) g; ) upper frequency limit (GHz) 20
J = (12) frequency increment size (GHz) 0.25
) monT 5 _ gD)T
(a0 — ") (99 - g )

where z§k> is the kth candidate point used for multipoint

parameter extraction angﬁk) is the corresponding error be-
tween the fine-model response and the optimal coarse—mode@ o

response. This matrix is then used to obtain a ﬁ@pin the

parameter space by solving the system of equations el
(JTT+AAD = —gT gD (13)
) 55 h H . i
varying the parameteA until ||| < &. If there is no 6 95 130 165 200
reduction in thel, norm of the vector functiony, the trust frequency (GHz)

re_gion is Shrunk and (13) is reSO|VEd' This is_re_p_eated ur\ﬂ . 3. The optimal coarse model response () and the fine model
either the size of the trust region has shrunk significantly amngponsgo) at the starting point for the DFS filter.

hence the algorithm terminates or a successful step is taken.

The successful step is then used instead of the step obtained TABLE I
by (9) VALUES OF OPTIMIZABLE PARAMETERS AT EACH ITERATION FOR THEDFS HLTER
At the end of each iteration, the ratio between the actuat
reduction in thels norm of the vectorf and the predicted Parameter NO) N0 o)
reduction using linearization is used to check the accuracy of
the linearization. The criterion L 88.8 89.5 94.3
@ _ || g+ @ _ |59 L pop® L 51 846 854
(][ =llre=2]) =z oo = 2+ BOn)

(14)

all values are in mils

was used to check how accurate the linearization is. If (14) is

satisfied then we exploit the accuracy of the linearization and

increase t_he_ _si;e (_)f the trust region. o TRASM Algorithm
In the initialization phase we assigee, = =z, and _ @) @) n) ) -

B — [, the identity matrix. Also, we assign values to the Step0  Given ze, £, B and 6¢). Set §¢+1) =

two parameter$; ande. These two parameters are used to 6. _ . ) ‘

determine the termination condition of the algorithm. Step1  Obtaink™ by solving (9) withs = §6+1). Let

As there is no iteration prior to the first iteration, we are 80D = [P,

not able to compare the norm gfwith a previous value to  Step2  If 64D < §; stop else evaluate’") using
ensure the uniqueness of the step. To ensure the uniqueness of (5) and setV = {:cgi,fl)}.

FO, the multipoint parameter extraction at the first point is Step 3 Apply multipoint parameter extraction using the
repeated for an increasing number of points in thelsemntil points in the set” to obtainf(”l).

it approaches a limiting value. This limiting value can then be Step 4 If the success criterion (10) is satisfied go to
trusted and the algorithm proceeds. For any iterafion 0, Step 9.

the basic steps taken are as follows. Step 5 If |V] is equal to one go to Step 8.
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Fig. 4. The optimal coarse model response () and the final fine model
response(o) for the DFS filter.
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Fig. 5. The structure of the HTS filter [1], [7].
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|V| denotes the cardinality of the skt
Comparef“*%) obtained usingV'| fine-model
points with that previously obtained usifg| —

TABLE 1l

MATERIAL AND PHYSICAL PARAMETERS FOR THEHTS HLTER

Model Parameter OSA90/hope em
substrate dielectric constant 23.425 23.425
substrate thickness (mil) 19.9516 19.9516
shielding cover height (mil) ] 250
conducting material thickness 1.968E-2 0
substrate dielectric loss tangent 3.0E-5 3.0E-5
resistivity of metal (Qm) 0 4.032E-8
surface roughness of metal 0 —
magnetic loss tangent — 0
surface reactance (€/sq) — 0
x-grid cell size (mil) — 1.00
y-grid cell size (mil) — 1.75

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

dB

Sll

60 |/ o°
3.901

3.945 3989 4,033 4077 4121 4.165

frequency (GHz)

Fig. 6. The optimal coarse model response (—) and the fine model response

- . ; 1 . .
1 fine-model points. Iff“*) is approaching a (o) at the starting point for the HTS filter.

limiting value, shrink the trust region siz&+1)
and go to Step 1.
If |V| is equal ton, obtain an approximation for

the Jacobian of the fine-model responses, shrink

the trust region sizé'“+1), evaluate a new step
R by solving (13) with§ = &0+ for a

suitable value of\ that results in the reduction
in the I, norm of the vectoly and go to Step 2.

The trust region is shrunk to ensure a successful

step.

Obtain a temporary point usingts ), FO+1),
and 8¢+, Add this point to the se¥” and go
to Step 3.

Update the matrixB® to B¢+ using Broy-
den’s formula [4].

If | Ren (@) — Repn(miih)|| < € stop.
Increase the trust region sizé&’tV if (14) is
satisfied.

Let: = ¢4 1. Go to Step O.

The algorithm terminates if the size of the trust regéit)
has shrunk below a certain threshold or if there is no significagt ine vector of scaled parameters.
change in the fine model responses in two consecutive itera-

tions. The algorithm produces two main results. These results

are the final fine-model desigh.,,, and the matrixB which
represents the mapping between the two spaces.

In our implementation, proper scaling is applied to the We consider the design of the double-folded stub (DFS)
optimizable parameters to make them of the same order. Therostrip structure shown in Fig. 2 [5]. Folding the stubs

350
m
300
250

S, (mils)

150 3)

100 |
160

165 170 175 180 185 1985

L, (mils)

Fig. 7. The variation of two of the extracted coarse model parameters in the
first iteration with the number of points used for parameter extraction where
(1) is obtained using a single fine-model point, (2) is obtained using two
fine-model points, and (3) is obtained using three fine-model points.

initial trust region size is taken as 2% to 10% of the norm

V. EXAMPLES

Double-Folded Stub Filter
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Fig. 8. The coarse model response (—) and the fine model respohs®rresponding to the three extracted points in Fig. 7 where (a) is obtained using
a single fine-model point, (b) is obtained using two fine-model points, and (c) is obtained using three fine-model points.

reduces the filter area w.r.t. the conventional double-stshown in Fig. 4. The CPU time needed for the fine model is
structure [6]. The filter is characterized by five parameterapproximately 70 s per frequency point.
Wy, Wa, S, Ly, and L, (see Fig. 2).Ly, Lo, and S are .
chosen as optimization variabldd’; and W, are fixed at 4.8 HTS Filter
mil. The design specifications are given k8;| > —3 dBin ~ We consider optimization of an HTS filter [1], [7]. This
the passband and,;| < —30 dB in the stopband, where thefilter is illustrated in Fig. 5. The specifications aj;| >
passhand includes frequencies below 9.5 GHz and above 16% in the passband anglS;;| < 0.05 in the stopband,
GHz and the stopband lies in the range [12 GHz, 14 GHzphere the stopband includes frequencies below 3.967 GHz
The structure is simulated by Sonneés: through Empipe. and above 4.099 GHz, and the passband lies in the range
The coarse model is a coarse-geig model with cell size 4.8 [4.008 GHz, 4.058 GHz]. The design variables for this problem
mil by 4.8 mil. The fine model is a fine-grieen. model with are Ly, Lz, L3, Si, S2, and S3. We take Lo = 50 mil
cell size 1.6 mil by 1.6 mil. Other parameters are summarizédd W = 7 mil. The coarse model exploits the empirical
in Table I. models of microstrip lines, coupled lines, and open stubs
Fig. 3 shows the optimal coarse-model response aloAgailable in OSA90/hope. The fine model employs a fine-grid
with the fine-modekem response evaluated using the optimajm simulation. The material and physical parameters values
coarse-model parameters. The time needed to simulate tsed in both OSA90/hope and émn are shown in Table Il
structure (coarse model) at a single frequency is only e coarse model is first optimized using the OSA90/hope
CPU seconds on a Sun SPARCstation 10. This includes théimax optimizer. The fine-model response at the optimal
automatic response interpolation carried out to accommodatarse-model design is shown in Fig. 6. The parameter ex-
off-grid geometries. traction for this problem has several solutions. Fig. 7 shows
It is clear from Fig. 3 that the fine-model response violatd®w two of the extracted coarse-model parameters changed
the design specifications at the starting point. The new ASMith the number of points used for parameter extraction
algorithm required only two iterations to reach the finah the first iteration. The first point (1) is obtained using
design. The algorithm’s progress is shown in Table Il. Theormal parameter extraction. These extracted values would
number of fine-model points needed is five. Linear responkave caused the original ASM technique to diverge. The new
interpolation was enabled to simulate the off-grid fine-modé&tchnique automatically generates a candidate point which
points. The response of the fine-model at the final designissthen used together with the original point to carry out a
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Fig. 9. The coarse-model response (—) at the extracted point and the fine-model resparmeesponding to the second, third, fourth, and fifth iterations.

TABLE IV

INITIAL AND FINAL DESIGNS OF THEFINE MODEL FOR THEHTS HLTER
Parameter P B

L 188.33 181.43 =2} :

L, 197.98 200.51 = i

7] |

L, 188.58 180.49 — !

S, 21.97 19.44 0

S, 99.12 80.52 7 J

S, 111.67 83.41 | |

all values are in mils -60 0 ; ; X . |
3.901 3.945 3989 4.033 4077 4.121 4.165
frequency (GHz)

two-point parameter extraction, and the second point (2) is

obtained. To confirm that this point is the required one, a thifd@: 10- The optimal coarse-model response (—) and the final fine-model
. .. . responsgo) for the HTS filter.

candidate point is automatically generated and the extraction

is repeated using the three points to obtain the third extracted

point (3). The second and third extracted points show that the . ) ) ) . ) .

extracted vector of coarse model parameters is approachiﬂé've iterations which required eight fine-model simulations.

a limiting value and can thus be trusted. The coarse moddle final fine-model design is given in Table IV. The fine-

responses corresponding to the three extracted points of Fign@del response at this design is shown in Fig. 10. The

are shown in Fig. 8. passband ripples are shown in Fig. 11.

For the remaining iterations, single-point parameter extrac-In the original space mapping approaches [1], [7], this ex-
tion worked well. The fine-model responses and the coarsanple required significant manual intervention to successfully
model responses for the corresponding extracted points amnplete the parameter extraction phase. Furthermore, without
shown in Fig. 9. The final fine-model design was obtaineglich intervention the previous approaches would not work.
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TABLE V
VALUES OF OPTIMIZABLE PARAMETERS AT EACH ITERATION OF THE NEw ASM TECHNIQUE
FOR THE TWO-SECTION WAVEGUIDE TRANSFORMER USING TWO ANALYTICAL MODELS

Parameter pes) o) e K8
b, 0.712 0.715 0.716 0.716
b, 1.395 1.400 1.402 1.402
L, 1.657 1.591 1.560 1.560
L, 1.590 1.541 1.518 1.518

all values are in cm

TABLE VI
VALUES OF OPTIMIZABLE PARAMETERS AT EACH ITERATION OF THE NEW ASM TECHNIQUE FOR THE
Two-SECTION WAVEGUIDE TRANSFORMER USING MAXWELL EMINENCE AND AN IDEAL ANALYTICAL MODEL

Parameter ) xgv); xfazr? %)
b, 0.712 0.713 0.719 0.716
b, 1.395 1.397 1.408 1.402
L, 1.657 1.595 1.565 1.567
L, 1.590 1.535 1.517 1.517

all values are in cm

TABLE VII
VALUES OF OPTIMIZABLE PARAMETERS AT EACH ITERATION OF THE NEW ASM TECHNIQUE
FOR THE THREE-SECTION WAVEGUIDE TRANSFORMER USING TWO ANALYTICAL MODELS

Parameter B X8 X2 gre] &
b, 0.903 0.905 0.881 0.891 0.892
b, 1.371 1.363 1.298 1.325 1.325
by 1.736 1.718 1.692 1.701 1.702
L, 1.549 1.500 1.500 1.489 1.489
L, 1.584 1.575 1.575 1.575 1.577
L, 1.646 1.768 1.880 1.853 1.850

all values are in cm

° """" _________________ /

025 | oooooaoooo ol Tal
050 . N R i B A ;
Ei 075 Lo B M R oo 1
“ E E | | i
-1.00 | oo O PO PO I P R F . . ' .
) i ! | i Fig. 12. A typical two-section waveguide transformer.
-125 | R N S b dodeoooe R, ¥
-1.50 | | P : Waveguide Transformers
3.967 3.989 4.011 4.033 4.055 4.077 4.099

Three designs of two-, three-, and seven-section waveguide
frequency (GHz) transformers were considered. The two-section waveguide

Fig. 11. The optimal coarse-model response (—) and the final fine-moé@?‘nsmrmer '_S Shown '_n Fig. 12. These examples are classical
responseo) for the HTS filter in the passband. microwave circuit design problems [8]. Two different sets of
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Fig. 13. The optimal response of the ideal analytical model (—) and the ' X X ; ‘ ‘

response of the nonideal analytical mode) at the starting point for the 1.00 ! ! ' ! ! ‘

two-section waveguide transformer. 57 58 59 60 61 62 63 64 65 66 67

frequency (GHz)

Fig. 16. The optimal response of the ideal analytical model (—) and the final
Maxwell Eminence responge) for the two-section waveguide transformer.

120 [~ e

110 |- - -

VSWR

frequency (GHz)

Fig. 14. The optimal response of the ideal analytical model (—) and the final
response of the nonideal analytical moge) for the two-section waveguide 1.05
transformer.

1.04

frequency (GHz)

1.03 Fig. 17. The optimal response of the ideal analytical model (—) and the

response of the nonideal analytical mode) at the starting point for the
three-section waveguide transformer.

1.02

VSWR

The designable parameters for these design problems are the
height and length of each waveguide section.

The two-section transformer is optimized using the two
analytical models. The optimum ideal model response is shown
in Fig. 13 along with the nonideal model response at the same

point. Our algorithm terminated in three iterations, requiring
1.00 o . . . . o
57 58 5. , 62 63 64 65 66 6. five fine-model simulations. The final nonideal model design is
frequency (GHz) given in Tablg V. The cprrespondmg nonideal model response
is shown in Fig. 14. This example is known to have more than
Fig. 15. The optimal response of the ideal analytical model (—) and thgne minimum for the parameter extraction step [2]. However,
\r,ves\?ggjizeoftr'\;ﬁ;vgrerlr!elfrﬁInenda) at the starting point for the two-section our new algorithm converged successfully. The number of
simulations needed to align the two models is smaller than
that reported in [2]. The same transformer is then optimized
models were used. The first set exploits two empirical mode|gsing Maxwell Eminence and the ideal analytical model.
an “ideal” analytical model which neglects the junction discomnine adaptive passes were allowed for Maxwell Eminence
tinuity and a more accurate “nonideal” analytical model whiclith allowable delta S set to 0.0001. The initial fine-model
includes the junction discontinuity effects [8]. The second sgésponse is shown in Fig. 15. The final design was obtained
uses the ideal analytical model of the first set as the coairsehree iterations which required five Maxwell Eminence fine-
model while Maxwell Eminence is used as the fine modahodel simulations. This is one half the number of fine-model

1.01
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Fig. 18. The optimal response of the ideal analytical model (—) and the finaly 20. The optimal response of the ideal analytical model (—) and the final

resp(;nse of the nonideal analytical mode} for the three-section waveguide Maxwell Eminence responge) for the three-section waveguide transformer.
transformer.
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Fig. 19, The optimal response of the ideal analyical model () and tig, = [ PO BT SEENCS DOCR CSERE B T enveecton
response of Maxwell Eminende) at the starting point for the three—sectionwave uide transforr)rl1er 9p
waveguide transformer. 9 ’

TABLE VIII R R ;
VALUES OF OPTIMIZABLE PARAMETERS AT EACH ITERATION OF THE NEW e !
ASM TECHNIQUE FOR THE THREE-SECTION WAVEGUIDE TRANSFORMER 1.04 !
USING MAXWELL EMINENCE AND AN IDEAL ANALYTICAL MODEL L T
Parameter X9 PrY) x2 LO3 Lt v : S
b, 0.903 0.898 0.893 ? L R e R AR L L h R R *”'}
b, 1.371 1.340 1.327 !
by 1.736 1.707 1.703 1.01 |- S ‘ : ‘ S ~~f
L, 1.549 1.514 1.495 ] N A 1
L, 1.584 1.566 1.568 1.00 | : —
Ly 1.646 1.810 1.848 1.0 1.1 12 13 14 15 16 17 18 19
all values are in cm frequency (GHz)

Fig. 22. The optimal response of the ideal analytical model (—) and the final
response of the nonideal analytical mogie) for the seven-section waveguide
simulations reported in [2]. The Maxwell Eminence fine-mod&P"s"me"
design is shown in Table VI and the corresponding fine-model
response is shown in Fig. 16. shown in Fig. 17. Using the two analytical models, the final
The previous steps were repeated for the three-sectidesign was obtained in four iterations which required six fine-

waveguide transformer. The initial fine-model response iBodel simulations. This final design is shown in Table VII.
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TABLE IX 1.05 -~

VALUES OF OPTIMIZABLE PARAMETERS AT THE INITIAL 11 iiiii 3 77777 lr o Tl 77777 L ‘r o h‘ 77777 7 vlr o
AND FINAL DESIGN FOR THE SEVEN-SECTION WAVEGUIDE | | | | | | | D
TRANSFORMER USING Two ANALYTICAL MODELS 1.04 | 7% . 4: 77777 3 77777 :F R l 77777 3 ; dmmees 3, ,’, .
R R
Parameter Xen Xem 1.03 4\ 77777 T i S S S S
b, 7.86732 7.87152 g | § : i 3 } /;“ i
b, 6.61888 6.64855 L e e R - R T
b, 4.68540 4.74039 Lo 3 3 i : 3 ‘ } / ?
b, 2.91987 2.96613 tol \/\/Oo o /g
by 1.81412 1.83659 VO za“o\?/ o ofo :
1.00 \ ) . . \ \ h )
bs 1.27658 1.28401 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 18 19
b, 1.06847 1.06967 frequency (GHz)
L, 7.10588 7.24590
L 7.12201 7.08753 Fig. 24. The optimal response of the ideal analytical model (—) and the final
Maxwell Eminence responge ) for the seven-section waveguide transformer.
L, 7.11760 6.91817
L, 7.12331 6.90979 TABLE X
L 7.12815 6.98383 VALUES OF OPTIMIZABLE PARAMETERS AT THE INITIAL AND FINAL
DESIGN FOR THE SEVEN-SECTION WAVEGUIDE TRANSFORMER
Lg 7.12154 7.03845 USING MAXWELL EMINENCE AND AN IDEAL ANALYTICAL MODEL
L, 7.12945 7.07431
O 3)
all values are in cm Parameter Xem Xem
b, 7.86732 7.87494
1.05 b, 6.61888 6.65247
. b, 4.68540 4,74347
1.04 b, 2.91987 2.97030
' by 1.81412 1.84134
1.03 b 1.27658 1.28891
; b, 1.06847 1.07201
Z 10 L 7.10588 7.18744
L, 7.12201 7.03537
1.01 L, 7.11760 6.89166
L, 7.12331 6.89697
1.00 1 L 7.12815 6.98825
L 7.12154 7.05869
frequency (GHz) I, 7.12945 7.12572

Fig. 23. The optimal response of the ideal analytical model (—) and the
response of Maxwell Eminende) at the starting point for the seven-section
waveguide transformer.

all values are in cm

The corresponding fine-model response is indistinguishalih® two analytical models, the final design was obtained in
from the optimal coarse-model response as shown in Fig. Bree iterations which required six fine-model simulations. The
The design of the three-section transformer is then repeatgiiial fine-model response is shown in Fig. 21. The fine-model
using Maxwell Eminence and the ideal analytical model. Wesponse corresponding to the final design is almost identical
allowed only five adaptive passes with the same value @f the optimal coarse-model response as shown in Fig. 22.
allowable delta S as before. The initial Maxwell Eminencgable IX shows the final fine model design.
fine-model response is shown in Fig. 19. The algorithm termi- Finally, the design of the seven-section transformer was
nated in two iterations with a total number of nine fine-modelarried out using Maxwell Eminence and an ideal analytical
simulations. Most of these fine-model simulations were us@godel. We allowed ten refinement passes with allowable delta
to shrink the trust region around the final design. The fing of 0.001. The algorithm terminated in three iterations which
design is shown in Table VIII. The corresponding Maxweltequired 11 Maxwell Eminence fine-model simulations. The
Eminence fine-model response is shown in Fig. 20. initial Maxwell Eminence response is shown in Fig. 23. The
The design of a seven-section waveguide transformer wisal fine-model response is shown in Fig. 24. Table X shows
also considered. The designable parameters for this problgi corresponding Maxwell Eminence fine model design.
are the height and length of each waveguide section. Using
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ISH|dB

Fig. 25. The simulated part of the three-section waveguide transformer with
rounded corners [9].

frequency (GHz)
_ ; ; Fig. 26. The optimal response of the ideal analytical model (—) and the
A.Three Section Waveguide Transformer response of HP HFS® ) at the starting point for the three-section waveguide
with Rounded Corners [9] transformer with rounded corners.

In this example, we considered the design of a three-section
transformer with rounded corners. The designable parameters TABLE XI

for this problem are the height and Iength of each Waveguid@LUEs OF OPTIMIZABLE PARAMETERS AT EACH ITERATION OF THE NEW ASM
TECHNIQUE FOR THE THREE-SECTION WAVEGUIDE TRANSFORMER WITH

section. Th_e SpeCifiCE_ltiOI’lS af§11| < —30 dB for a_range RouND CoRNERSUSING HP HFSSAND AN IDEAL ANALYTICAL MODEL
of frequencies extending from 9.5 to 15 GHz. The fine model

of this circuit exploits HP HFSS. The coarse model exploits

0]

an ideal empirical model that does not take into account the Parameter o et
rounding of the corners. One quadrant of the transformer is
shown in Fig. 25. We exploited the geometrical symmetry of by 0.33276 032971
the problem to reduce the required CPU time of HP HFSS. b, 0.26551 0.26396
Each time a new HP HFSS simulation is requested by b 0.21186 0.20978
the algorithm, a new project is created using the new values L, 0.32556 0.33208
for the length and height of each section. To facilitate this L 0.32640 0.32335
process, a MATLAB program was developed that converts L, 0.32556 0.32192
the values of the designable parameters into the corresponding all values are in inch

HP HFSS drawing commands with the appropriate values. This
approach accelerates the generation of new HP HFSS projects
and eliminates the possibility of wrong dimensions.

The initial response of the fine model at the optimal coarse-
model design is shown in Fig. 26. Clearly, the specifications
are slightly violated at this point. Only one iteration was
needed to reach the final fine-model design. The required g -
number of HP HFSS simulations is seven. The first three of =
these simulations were needed to trust the parameter extraction =2 .
at the first point. The other fine-model points were needed to
contract the size of the trust region to the termination size.
The final HP HFSS fine-model design is given in Table XI.

The corresponding fine-model response is shown in Fig. 27. -70 : ' : !
9 10 11 12 13 14 15

frequency (GHz)

VI. MONTE CARLO ANALYSIS USING SPACE MAPPING [5]

Fig. 27. The optimal response of the ideal analytical model (—) and the

: : : : g
The final B matrix obtained by the algorithm IFepresemﬁnal HP HFSS responge) for the three-section waveguide transformer with

the best available information about the mapping between tliended corners.
two spaces. A perturbation &z.,,, in the fine-model space is
mapped to a perturbation &z, in the coarse-model space byestablished mapping can be used to perform a space-mapped
Az,, = BAz,,,. (15) Monte Carlo ana_lysis [5] for the p_roblem _under consideration.
The random points generated in the fine-model space are
The perturbations in the coarse-model space and fine-modelpped to the coarse-model space using (15). Coarse-model
space are with respect 97, and Z..., respectively. The simulations are then used instead of the CPU-intensive fine-
SMATLAB Version 5.0 is a registered trademark of The Math. Works, In(:.fnOdeI simulations. This statistical analysis should enjoy the
Natick, MA 01760 USA. speed of the coarse model and the accuracy of the fine model.
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'S,

frequency (GHz)

Fig. 28. Monte Carlo analysis for the three-section waveguide transformer

with rounded corners assuming 1% uniformly distributed parameters.

-10

|8,/ dB

frequency (GHz)

Fig. 29. Monte Carlo analysis for the three-section waveguide transformer

with rounded corners assuming 2% uniformly distributed parameters.

sl dB

frequency (GHz)

Fig. 30.
with rounded corners assuming 5% uniformly distributed parameters.

To demonstrate this approach, we carried out a Mon
Carlo analysis of the three-section waveguide transformer w

rounded corners. The fine-model parameters were assu

to be uniformly distributed with tolerances of 1, 2, and 59

The corresponding responses are shown in Figs. 28-30.
estimated yields for these tolerances are 39, 4, and 0%.

VII. CONCLUSIONS

A powerful new algorithm implementing the aggressiv

Monte Carlo analysis for the three-section waveguide transform

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 46, NO. 12, DECEMBER 1998

TRASM, automatically improves the uniqueness of the pa-
rameter extraction step, the most critical step in the space
mapping process, and exploits all available fine-model simula-
tions. Also, the proposed algorithm integrates the trust region
concept with the original ASM technique. Through examples
which have proved difficult in the past, we show that the
TRASM algorithm automatically overcomes the nonunique-
ness of the parameter extraction step in a logical way. The
results show that very few EM simulations are needed to
reach the final design. We showed also how the established
mapping between the two spaces can be used to carry out a
space-mapped Monte Carlo analysis of the fine model.
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