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Exploiting Tuning Elements
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Abstract—Inspired by the ideas of “simulator-based” tuning, im-
plicit space mapping, and surrogate optimization, we propose an
implementable microwave design framework. In this framework,
we alter an electromagnetic (EM) model by embedding suitable
tuning elements. The resulting tuning model is aligned with the
original unaltered EM model. We then designate the aligned tuning
model as surrogate for design optimization purposes. We illustrate
our tuning space mapping framework using a simple microstrip
line example. Several microwave examples, including a low-tem-
perature co-fired ceramic filter demonstrate the framework’s im-
plementation and robustness.

Index Terms—Computer-aided design (CAD), design tuning,
electromagnetic (EM)-based design, engineering optimization,
space mapping, surrogate models.

I. INTRODUCTION

E LECTROMAGNETIC (EM) simulation is accurate, but
CPU intensive; hence, using a full-wave EM simulator

to optimize a complex structure may be prohibitive. An ap-
proach is to use decomposition, i.e., to break down an EM-based
model and combine the components within a circuit simulator
in the hope of reducing CPU demand. Co-simulation or co-op-
timization of EM/circuits [1]–[7] is a common industry solu-
tion to blend EM-simulated components into circuit models.
These methods embed parameterized EM or interpolated EM
components in a circuit simulator to form a surrogate for op-
timization. Swanson et al. [8], [9] and Rautio [10] propose a
“simulator-based” tuning method in which circuit-theory-based
tunable elements are embedded in an EM simulator through in-
ternal ports created in the EM model. The resulting surrogate
can be optimized.
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In this paper, we extend the idea of “simulator-based” tuning
and discuss some variations and combine them into one frame-
work. We define multiple auxiliary ports within a structure,
e.g., in the manner of the “co-calibrated” [11] internal ports of
Sonnet em1 and the un-calibrated internal ports of Agilent Mo-
mentum.2 Elements can then be incorporated into the structure
using such ports. EM-simulator-based tuning techniques [9],
[12]–[14] apply tunable (tuning) elements across or between
these internal ports [10], [15]. The resulting model (which
we call “tuning model”) becomes a surrogate for design or
modeling purposes in the context of tuning space mapping
[12]–[14].

We define two ways of embedding the tuning elements into
the EM model: we call them “Type 0” and “Type 1.” By “Type
0” embedding we refer to inserting tuning elements across “in-
finitesimal” gaps between the internal ports, as in [12] and [13].
The so-called “Type 1” embedding refers to replacing an en-
tire section of design interest between the internal ports with a
tuning element. In [14], the tuning model is formed using Type
1 embedding. The embedded tuning elements are normally se-
lected from equivalent-circuit components available in a circuit
simulator.

These tuning elements can be further divided into two cat-
egories, “direct” and “indirect.” Direct tuning elements are
equivalent-circuit substitutes with parameters consistent with
the original EM model parameters, e.g., an equivalent circuit
of a microstrip line. Indirect tuning elements are equivalent cir-
cuits usually with a set of (indirect) tuning parameters perhaps
different than its EM counterpart, e.g., an ideal transmission
line specified by electrical length and characteristic impedance.

Type 0 embedding as described in [12] and [13] has minimal
disturbance to the EM model. However, it has a limited tuning
capacity. At times, negative valued tuning elements may be re-
quired since they are initialized as zero. Although not a deter-
rent to Agilent ADS3 this might pose difficulties to circuit sim-
ulators. Often an indirect tuning element has to be employed
to represent the physical structure. The indirect tuning param-
eter values require translation to the physical design parameter
values. Extra calibration steps are necessary to determine the
translation formula [12], [13]. Furthermore, the tuning space
mapping with Type 0 embedding presented in [12] and [13]
does not easily handle certain cross-sectional parameters such
as widths and substrate heights of a microstrip line.

1Sonnet em, version 12.54, Sonnet Software Inc., North Syracuse, NY, 2009.
2Agilent Momentum, version 2008U1, Agilent Technologies, Palo Alto, CA,

2008.
3Agilent ADS, version 2008U1, Agilent Technologies, Palo Alto, CA, 2008.
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Utilizing Type 1 embedding [14] in the tuning space map-
ping, we address these issues. Instead of inserting a tuning el-
ement into the gap between adjacent internal ports, we replace
an entire section of design interest with a tuning element. Such
tuning elements, likely equipped with direct and positive tuning
parameter values, are able to model cross-sectional parameters.
Replacing large sections of the original structure also allows sig-
nificant tuning capacity. Couplings among and within the re-
maining structure are maintained. With suitable adjustments of
the relevant tuning element, the responses of the resulting tuning
model can match those of the original structure.

With Type 1 embedding, a large number of equivalent circuits
with direct tuning parameters (such as coupled microstrip line)
in the component library of the circuit simulator become useful.
Therefore, we could rely less on indirect tuning elements than
for Type 0 embedding. However, our new technique allows such
indirect tuning elements to be embedded in the Type 1 tuning
model. In this case, the required translation (or so-called cali-
bration) of the indirect tuning element parameters to the design
parameters is simpler than for Type 0 embedding, as described
in [12] and [13].

In this paper, we propose a space mapping design framework
that is capable of dealing with Type 0 and/or Type 1 embedding
and direct and/or indirect tuning elements.

II. TUNING SPACE MAPPING FRAMEWORK

Space mapping [16], [17] shifts the CPU burden from an ex-
pensive EM simulator (fine model) to a fast equivalent-circuit
model (coarse model). We consider simulation-based tuning [8],
[10] within the scope of space mapping [13]. In our tuning space
mapping approach, a tuning model of the fine model is con-
structed by either attaching tuning elements to internal ports or
replacing portions of designable interest between ports by suit-
able tuning elements. The parameters and/or preassigned pa-
rameters of these elements are chosen to be tunable. In each
iteration, the tuning model is matched to the fine model by op-
timizing the preassigned parameters or/and the tuning param-
eters. This process takes little CPU effort as the tuning model
is typically implemented within a circuit simulator. With op-
timal preassigned parameters or/and the tuning parameters thus
obtained, an updated tuning model is available for design pre-
diction. The prediction is fed back to fine model simulator after
simple calibration. This process is repeated until the fine model
response is sufficiently close to the design target.

III. TUNING SPACE MAPPING ALGORITHM

We are concerned with the optimization problem

(1)

where denotes the response vector of a fine model
of the device of interest, is a merit function (e.g., a minimax
function or a norm), is a vector of design parameters, and
is the optimal solution to be determined.

In [12] and [13], tuning space mapping involves Type 0
embedding in which tuning elements are attached to internal
ports of the fine model [10] [see Fig. 1(a)]. If a tuning-to-de-
sign-parameter conversion is not available, for calibration

Fig. 1. Tuning space mapping and tuning model. (a) Type 0 embedding.
(b) Type 1 embedding of a single tuning element. (c) Type 1 embedding of
multiple tuning elements. Type 0 embedding normally involves only one cut
and one port on each side of the cut in the fine model. Type 1 embedding
usually involves two or more cuts in the fine model, and the number of ports is
twice the number of cuts.

purposes we require an additional full-system coarse model
or the simulation of a perturbed fine model. For simplicity,
our present framework excludes the method that requires the
additional full-system coarse model. In [14], we replace certain
designable sub-section(s) with suitable Type 1 embedding [see
Fig. 1(b) and (c)]. In most of our examples, they have direct
tuning parameters, i.e., distributed microwave circuit elements
with physical dimensions corresponding to those of the fine
model. In a simple parameter extraction procedure, or, rather,
an alignment procedure, we match the tuning model with the
fine model (the original structure without internal ports). We
assume that certain fine-model couplings are preserved in the
tuning model. Thereby we normally obtain a good surrogate of
the fine model that is subsequently tuned to satisfy our goals by
changing its tuning parameters. The obtained tuning parameter
values are converted to design parameter values that become
our next fine model iterate (design).

Our algorithm produces a sequence of points (design variable
vectors) . The iteration of the algorithm con-
sists of three steps, which are the: 1) alignment of the tuning
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TABLE I
COMPARISON OF TUNING MODELS

model with the fine model; 2) optimization of the tuning model;
and 3) calibration of the tuning parameters to the design param-
eters.

In our first step, based on data from the fine model (with in-
ternal ports) at point , the current tuning model is built
with appropriate Type 0 or Type 1 embedding. The tuning model
response may not agree with the response of the original fine
model at . We align these models by the following pro-
cedure [17]:

(2)

where denotes the response vector of the tuning
model, represents the preassigned parameters of the tuning
model, and represents the initial tuning parameters of the
tuning model. We may only need to extract either or de-
pending on the type of tuning model. We compare different
tuning models in Table I.

In the second step, we optimize to have it meet the de-
sign specifications. We obtain the optimal values of the tuning
parameter as

(3)

Having , we perform the calibration procedure to de-
termine the values of the design variables that yield the same
change in the tuning model response as goes to .

The new design is obtained through the calibration step [13]

(4)

where is a real vector and denotes a component-wise mul-
tiplication. For direct tuning elements, . Oth-
erwise a calibration step follows to calculate .

Step 3 can be realized in various ways by calibration [13].
We discuss two simple possibilities here. A complex calibration
that involves a full coarse model is described in detail in [13].

A. Direct Calibration

This is the simplest calibration method where the relation be-
tween the design variables and the parameterized tuning pa-
rameters is assumed to be an identity function, i.e., we have

. This calibration method is used
if the tuning components are directly related to the elements
of the microwave structure represented by the design variables

Fig. 2. Tuning space mapping with direct calibration of: (a) Type 1 embedding
and (b) Type 0 embedding of parameterized tuning elements.

(e.g., microstrip line models as tuning elements and actual mi-
crostrip line lengths as design variables). We demonstrate the
tuning space mapping process with direct calibration in Fig. 2
using a 1-D microstrip line design example.

B. Analytical Calibration

Analytical calibration deals with an indirect tuning param-
eter. In certain cases there exists an explicit analytical relation
between the design variables and the non-parameterized tuning
parameters so that (4) is replaced simply by applying this re-
lation. In most cases, the calibration formula may be a linear
function as in (4). We show a 1-D example in Fig. 3. For the
Type 1 tuning model, is obtained by dividing the extracted
tuning parameter by the physical dimension of the replaced
section, as shown in Fig. 3(a). For the Type 0 tuning model,
is obtained by dividing the (extracted) tuning parameter value
difference by the design parameter value difference of the fine
model before and after perturbation [see Fig. 3(b)].

IV. ILLUSTRATIONS AND EXAMPLES

To illustrate and clarify our tuning space mapping algorithm,
we use a microstrip transmission line [13]. The fine model is im-
plemented in Sonnet em (Fig. 4) and the fine model response is
the inductance of the line as a function of the line’s length. The
original length of the line is chosen to be mm
(400 mil) with a width of 0.635 mm. We use a cell size of
0.01 0.635 mm. A substrate with thickness mm
and is used. Our goal is to find a length of line such
that the corresponding inductance is 6.5 nH at 300 MHz. The
Sonnet em simulation at gives the value of 4.52 nH, i.e.,

nH.
We apply the tuning space mapping algorithm of Section III.

We show that the tuning model is developed by dividing
the structure in Fig. 4 into two or three parts and adding the
tuning ports at the edges of the separated parts, as shown in
Fig. 5(a) and (b). A Type 0 tuning element (e.g., a small inductor
or a microstrip line segment) can now be attached between ports
3 and 4 in Fig. 5(a). A Type 1 tuning element can replace the
section between ports 3 and 6 in Fig. 5(b). Note that the new
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Fig. 3. Tuning space mapping with analytical calibration of: (a) Type 1 and
(b) Type 0 tuning model, where �� and �� are value differences in the
tuning and design parameters before and after perturbation.

Fig. 4. Original structure of microstrip line in Sonnet.

Fig. 5. Microstrip line under test after being cut, and with co-calibrated ports
prepared for: (a) Type 0 tuning and (b) Type 1 tuning.

version of Sonnet em allows so-called co-calibrated ports [11].
The ports allow an “infinitesimal” gap (normally one cell size
wide) to be inserted into a microwave structure. A pair of such
ports can then be mounted on the edges of the gap. The mul-
tiport structure is then simulated electromagnetically in Sonnet
em and connected in the circuit simulator. The partition and gaps
are compensated by Sonnet em so that the impact on the simu-
lation results is negligible.

Type 0 Embedding With Direct Tuning Element: The tuning
model is implemented in Agilent ADS and shown in Fig. 6(a).
The model contains fine model data at the initial design in the
form of an S4P element (“4” being the number of ports), as well
as the attached tuning element (microstrip line segment). First,
we find with mm that the tuning model matches the
fine model pretty well.

Next, we optimize the tuning model to meet our target of
6.5 nH. This yields mm.

Fig. 6. Microstrip line design problem: tuning model and its ADS implemen-
tation. (a) Type 0 embedding with direct tuning element. (b) Type 1 embedding
with direct tuning element. (c) Type 0 embedding with indirect tuning element.
(d) Type 1 embedding with indirect tuning element.

Now, because the tuning element is a microstrip line seg-
ment, we use direct calibration, i.e., we assume that

, which gives mm and a corre-
sponding fine model response of 6.59 nH. The second iteration
gives mm, and the corresponding line inductance
reaches our goal of 6.50 nH.

Type 1 Embedding With Direct Tuning Element: The model
in Fig. 6(b) contains fine model data at the initial design in the
form of an S6P element, as well as a Type 1 embedding of a
direct tuning element (microstrip line segment). We start with

mm (here mm). After
matching, mm. This initialization process compen-
sates for errors introduced by the tuning elements and/or co-cal-
ibrated ports.

Next, we optimize the tuning model to meet our target 6.5 nH,
which yields mm. Direct calibration gives

mm and 6.58 nH. The second iteration yields
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TABLE II
TRANSMISSION LINE ILLUSTRATION FIRST ITERATION SUMMARY

Fig. 7. Coupled microstrip line Agilent Momentum model with internal ports.

mm. The corresponding line inductance reaches our goal
of 6.50 nH.

Type 0 Embedding With Indirect Tuning Element: See
Fig. 6(c). After initial matching, nH. After opti-
mization of the tuning model we have nH.

For the calibration step, we propose a linear depen-
dence between the microstrip length and the inductance
of the tuning element . The proportionality coefficient is

mm/4.517 nH mm
nH . Thus, we have , which

gives mm. The fine model response at
obtained by Sonnet em is 6.51 nH, which is already accept-
able. After another two iterations, tuning space mapping gives

mm; the corresponding line inductance is again
6.50 nH.

Type 1 Embedding With Indirect Tuning Parameter: See
Fig. 6(d). After initial matching, nH. After opti-
mization of the tuning model, we have nH.

For the calibration step, we use a linear dependence between
the microstrip length and the inductance of the tuning ele-
ment . The proportionality coefficient is

mm nH . Thus, we have
, which gives mm. The fine model re-

sponse at obtained by Sonnet em is 6.54 nH. After another
two iterations, tuning space mapping gives mm;
the corresponding line inductance is again 6.50 nH.

Table II summarizes the first iterations of our illustration.

A. Coupled Microstrip Line

We demonstrate our tuning method in the 2-D design of a
coupled microstrip line using Agilent Momentum. We create the
structure with internal ports P3, P4, P5, and P6, as in Fig. 7. The
length of the coupled lines is 105 mil and the gap between the
lines is 5 mil. We obtain a six-port -parameter file from Ag-
ilent Momentum. To obtain the corresponding two-port -pa-
rameters, we import the -parameter file to Agilent ADS and
connect the adjacent port pairs, as shown in Fig. 8.

Our tuning model is based on Fig. 8 (representation of the
fine model in ADS). We leave open ports 5 and 6 and insert
an equivalent-circuit microstrip coupled line MCLIN (Type 1

Fig. 8. Importing the six-port Agilent Momentum coupled microstrip line
model into Agilent ADS. The adjacent internal port pairs are connected to
obtain its corresponding two-port �-parameters.

Fig. 9. Tuning model: an equivalent-circuit coupled microstrip line (Type 1
embedding with direct tuning element) replaces the portion of design interest.
(a) Illustration of the tuning model; the hatched area marks what remains in the
SNP file. (b) Agilent ADS implementation.

embedding) between ports 3 and 4 and obtain the tuning model
shown in Fig. 9.

In the alignment process, we calibrate the dielectric constant
and substrate height of the inserted coupled line MCLIN such
that the two-port -parameters of the tuning model match that of
the fine model. After alignment calibration, we obtain 10.14 mil
for the substrate height and 10.10 for the dielectric constant
(originally 10 mil and 9.9, respectively). The match between the
fine model and tuning model is good. For illustrative purposes,
we select our target as an Agilent Momentum -parameter re-
sponse (1–10 GHz) for the structure shown in Fig. 10. We op-
timize the surrogate of Fig. 9 to match this target and obtain a
good estimate of the design parameter values as mil
and mil in one iteration.

Note that in Type 1 embedding, if the piece being replaced
is the entire structure of the fine model (i.e., whole structure
between ports 1 and 2 in Fig. 7), the tuning model becomes
a standard coarse model and tuning space mapping becomes
standard space mapping.
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Fig. 10. Coupled microstrip line in Agilent Momentum as our target.

Fig. 11. Three-section 3 : 1 microstrip impedance transformer. (a) Structure
and dimensions. (b) Sonnet em model with co-calibrated ports. (c) Tuning
model: replacing the designable components with the ADS model. The hatched
area marks what remains in the SNP file.

B. Three-Section Transformer Example

In this example, we demonstrate that our method is capable
of designing structures that involve cross-sectional parameters,
in this case, widths. This was not easily implemented by the
method described in [12] and [13].

Here we demonstrate a three-section transformer example
that involves the design of physical widths and lengths, as shown
in Fig. 11(a). The design specifications are

dB for GHz GHz

The model is simulated using Sonnet em. We insert co-cali-
brated ports inside the structure, as demonstrated in Fig. 11(b).
The ten-port -parameter S10P file is then imported into ADS.
The ADS microstrip transmission line models replace the sec-
tions between ports 1 and 4, between 5 and 8, and between 9
and 2, as in Fig. 11(c) in the form of Type 1 embedding with
direct tuning elements. This should be distinguished from in-
serting disconnected fine model segments into an equivalent cir-
cuit. The tuning model in the ADS schematic is then calibrated
against the fine model response by optimizing the preassigned
parameters, i.e., the dielectric constants and substrate heights
of the microstrip lines. In this example, each tuning element is
assigned an independent set of preassigned parameters. After

Fig. 12. Three-section 3 : 1 microstrip impedance transformer Sonnet em re-
sponses: initial �� � � � � � �� and final �� � �� after two iterations.

Fig. 13. Open-loop ring resonator bandpass filter: physical structure with
co-calibrated ports. Structures outside the hatched area are to be replaced by
Type 1 embedding with direct tuning elements.

the model is calibrated, we keep the preassigned parameters as
constants and optimize the model in Fig. 11(c) to obtain the next
predicted values of the design parameters. In just two iterations,
we obtain a good result, as in Fig. 12.

C. Open-Loop Ring Resonator Bandpass Filter

Our third example is the open-loop ring resonator bandpass
filter [18] shown in Fig. 13. Here, the design parameters are

mm. Other parameter values are
mm and mm. The design specifications are

dB for GHz GHz

dB for GHz GHz

dB for GHz GHz

In this example, the fine model is simulated in Sonnet em,
the tuning model is constructed and optimized in Agilent ADS.
To construct the initial tuning model, in Sonnet em, we first di-
vide the microstrip structure and insert co-calibrated port pairs
on the cut edges, as shown in Fig. 13. The EM structure with
the ports is then simulated and the resulting SNP data file (50
ports) is imported into the SNP -parameter file component in
ADS. Equivalent-circuit microstrip lines and coupled line com-
ponents replace sections of the physical structure in Fig. 14. A
new tuning model is now available in the ADS circuit simulator.
The design parameters are the same as those of the original de-
sign problem mm.

The initial guess is
mm. We show the response of our tuning model, fine model,
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Fig. 14. Open-loop ring resonator bandpass filter in ADS using Type 1 embed-
ding with direct tuning elements.

Fig. 15. Initial responses: tuning model (—), fine model ���, and fine model
with co-calibrated ports �- - -�.

Fig. 16. Responses after two iterations: the tuning model (—) and corre-
sponding fine model ���.

and fine model with co-calibrated ports in Fig. 15. We compen-
sate the deviation between the tuning model and the fine model
by calibrating the preassigned parameters, dielectric constant,
and substrate height of the tuning elements. In this example, all
tuning elements share one set of preassigned parameters in the
calibration process.

The tuning model is optimized in ADS with respect to the de-
sign parameters. The new design parameters are then assigned
to the fine model. The optimal values obtained with (3) are

mm after two

Fig. 17. LTCC second-order bandpass filter [19].

Fig. 18. LTCC second-order bandpass filter with co-calibrated ports.

iterations. The optimized tuning model and the corresponding
fine model responses are shown in Fig. 16.

D. LTCC Second-Order Bandpass Filter

We design a compact low-temperature co-fired ceramic
(LTCC) lumped-element second-order bandpass filter [19]. The
filter is shown in Fig. 17. The multilayer LTCC structure is not
easily designable before our introduction of Type 1 embedding.

The design parameters are
mil and the

specifications are

for GHz GHz

for GHz GHz

for GHz GHz

In order to plug in tuning elements, we add 18 co-calibrated
ports to the structure (Fig. 18).
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Fig. 19. LTCC second-order bandpass filter: the green (in online version) (or
light) areas are to be replaced by Type 1 embedded tuning elements.

Fig. 20. Tuning model of the LTCC second-order bandpass filter in Agilent
ADS is ready to be designed.

We now import the 20-port -parameter file S20P into Ag-
ilent ADS and replace the green area (in online version) with
Type 1 embedded tuning elements (Fig. 19). Since the couplings
between the layers have to be taken into consideration, we use
multilayer coupled lines as tuning elements to replace the cou-
pled multilayer structure.

The tuning model (Fig. 20) in Agilent ADS is ready to be
optimized. We apply our tuning space mapping algorithm. We
extract initial tuning parameters and preassigned param-
eters in the alignment process. The selected preassigned
parameters are the dielectric constants and substrate heights

Fig. 21. LTCC second-order bandpass filter responses at the: (a) initial design
and (b) final design.

of the substrate materials between the nonempty layers. They
are not uniformly varied in all the components. We divide
the tuning elements into three groups, which are shaded by
different patterns shown in Fig. 20. Each group has its own
multilayer substrate property values that can be varied during
the alignment process. The initial guess of the design param-
eters mil and its
corresponding response is shown in Fig. 21(a). In four itera-
tions, we obtain a good fine model response as in Fig. 21(b)
with .

V. DISCUSSION

Performance-wise, our tuning approach is similar to our pre-
vious space mapping approach in that the optimization process
is completed in just two or three iterations with one or two
fine model simulations in each iteration. However, tuning space
mapping may save setup time and effort for some engineers
since it generally does not need a full-system coarse model as a
base for building the surrogate. The tuning model or surrogate
is built on an existing fine or EM model.

VI. CONCLUSION

We present a tuning space mapping framework featuring
physically based tuning elements to facilitate simulator-based
tuning design. Our new tuning space mapping framework
consolidates and simplifies the approach described in [13].
The framework offers flexibility in choosing between direct
and indirect tuning elements and between our so-called Type
0 and Type 1 embedding. It is accurate since the tuning model
is embedded with fine-model couplings and discontinuity
information, and aligned with the fine model. The tuning
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elements facilitate direct or (simply calibrated) indirect access
to the physical design parameters. Our procedure makes a
larger variety of library circuit-based tuning elements usable.
It effectively solves the problem of cross-sectional parameter
design.
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