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#### Abstract

This paper presents a theoretical discussion of the necessary and sufficient conditions for optimality in gencralized nonlinear least $p$ th approximation problems for $p \rightarrow \infty$. In the limit, the conditions for a minimax approximation are derived, as is to be expected. Numerical examples involving the modeling of a linear time-invariant fourth-order system by a second-order model and the design of quarter-wave transmission-line transformers illustrate the results.


## 1. Introduction

Of great practical importance to network and system designers wishing to approximate a specified response by a network or system response or desiring to meet or exceed certain design specifications is the optimality of their approximation. A number of workers interested in minimax approximations (Refs. 1-3) have independently arrived at similar conditions for nonlinear minimax approximation problems. These are naturally derivable from the Kuhn-Tucker conditions for a constrained optimum because of the close relationship between

[^0]nonlinear minimax approximations and nonlinear programming. Bandler (Ref. 3), in particular, derived the appropriate conditions in a general form suitable for such problems as filter design.

Because of the widespread interest in nonlinear least $p$ th approximation (Ref. 4), and because of recent results (Ref. 5) that permit least $p$ th objectives in a more generalized sense to be directly applicable to such problems as meeting or exceeding design specifications as in filter design, it is felt that a detailed mathematical discussion of conditions for optimality is highly relevant. Thus, the present paper allows for situations more general than the conventional problem of approximation to a single continuous function on a closed interval.

## 2. Definitions and Assumptions

Define real error functions related to the upper and lower specifications, respectively, as (Refs. 5-6)

$$
\begin{gather*}
e_{u}(\phi, \psi) \triangleq w_{u}(\psi)\left(F(\phi, \psi)-S_{u}(\psi)\right) \\
e_{l}(\phi, \psi) \triangleq w_{l}(\phi)\left(F(\phi, \psi)-S_{i}(\psi)\right), \tag{1}
\end{gather*}
$$

where $F(\phi, \psi)$ is the appreximating function (actual response), $S_{u}(\psi)$ is an upper specified function (desired response bound), $S_{2}(\psi)$ is a lower specified function (desired response bound), $w_{u}(\psi)$ is an upper positive weighting function, $w_{l}(\psi)$ is a lower positive weighting function, $\phi$ is a vector containing the $k$ independent parameters (design variables), and $\psi$ is an independent variable (e.g., frequency or time).

In practice, we will evaluate all the functions at a finite discrete set of values of $\psi$ taken from one or more closed intervals. Therefore, we will let

$$
\begin{array}{ll}
e_{u i}(\phi) \triangleq e_{u}\left(\phi, \psi_{i}\right), & i \in I_{u}, \\
e_{i i}(\phi) \triangleq e_{l}\left(\phi, \psi_{i}\right), \quad i \in I_{l}, \tag{2}
\end{array}
$$

where it is assumed that a sufficient number of sample points have been chosen so that the discrete approximation problem adequately approximates the continuous problem. $I_{u}$ and $I_{l}$ are appropriate index sets.
2.1. Case 1. Specification Violated. In the case when the specification is violated, some of the $e_{u i}(\phi)$ or $-e_{l i}(\phi)$ are positive. In an
effort to meet the specification, we can propose the following function to be minimized:

$$
\begin{equation*}
U(\phi)=\left(\sum_{i \in J_{\psi}}\left[e_{u i}(\phi)\right]^{p}+\sum_{i \in J_{3}}\left[-e_{i i}(\phi)\right]^{p}\right)^{1 / p}, \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
& J_{u} \triangleq\left\{i \mid e_{u i}(\phi) \geqslant 0, \quad i \in I_{u}\right\}, \\
& J_{l} \triangleq\left\{i \mid-e_{b i}(\phi) \geqslant 0, \quad i \in I_{l}\right\}, \tag{4}
\end{align*}
$$

and $p>1$.
The larger the value of $p$, the more nearly would we expect the maximum error to be emphasized, since

$$
\begin{equation*}
\max _{i}\left[e_{u i}(\phi),-e_{i i}(\phi)\right]=\lim _{p \rightarrow \infty}\left(\sum_{i \in J_{u}}\left[e_{u i}(\phi)\right]^{p}+\sum_{i \in J_{i}}\left[-e_{i i}(\phi)\right]^{p}\right)^{1 / p} . \tag{5}
\end{equation*}
$$

2.2. Case 2. Specification Satisfied. For the case when the specification is satisfied, all the $-e_{u i}(\phi)$ and $e_{l i}(\phi)$ will be positive. This time, in an effort to exceed the specification by as much as possible, we can propose the following objective function to be minimized ${ }^{4}$ :

$$
\begin{equation*}
U(\phi)=-\left(\sum_{i \in I_{u}}\left[-e_{w i}(\phi)\right]^{-p}+\sum_{i \in I_{i}}\left[e_{i i}(\phi)\right]^{-p}\right)^{-1 / p} \tag{6}
\end{equation*}
$$

where we assume

$$
\begin{align*}
-e_{u i}(\phi)>0, & i \in I_{u}, \\
e_{u i}(\phi)>0, & i \in I_{i}, \tag{7}
\end{align*}
$$

and $p \geqslant 1$.
The larger the value of $p$ the more nearly would we expect the minimum error to be emphasized, since

$$
\begin{equation*}
\min _{i}\left[-e_{u i}(\phi), e_{i i}(\phi)\right]=\lim _{p \rightarrow \infty}\left(\sum_{i \in I_{u}}\left[-e_{u i}(\phi)\right]^{-p}+\sum_{i \in l_{i}}\left[e_{i i}(\phi)\right]^{-p}\right)^{-1 / p} \tag{8}
\end{equation*}
$$

2.3. Assumptions. It is assumed that a minimum exists in à closed and bounded region of points $\phi$ and that $e_{u i}(\phi)$ and $e_{i i}(\phi)$ are continuous for all $i$ with continuous partial derivatives, at least in the

[^1]neighborhood of the minimum. Then, the objective functions proposed are continuous with continuous partial derivatives in the neighborhood of the minimum.

## 3. Theorems

Theorem 3.1. At an optimum point $\ddot{\phi}_{\infty}$ for a minimax approximation problem,

$$
\begin{gathered}
\sum_{i \in K_{u}} u_{u i} \nabla e_{u i}\left(\check{\phi}_{\infty}\right)=\sum_{i \in K_{i}} u_{l i} \nabla e_{l i}\left(\check{\phi}_{\infty}\right), \\
\sum_{i \in K_{u}} u_{u i}+\sum_{i \in K_{i}} u_{l i}=1 \\
u_{u i} \geqslant 0, \quad i \in K_{u} \\
u_{l i} \geqslant 0, \quad i \in K_{t}
\end{gathered}
$$

where

$$
\nabla \triangleq\left[\partial / \partial \phi_{1}, \partial / \partial \phi_{2}, \ldots, \partial / \partial \phi_{k}\right]^{T},
$$

and where $e_{u i}\left(\phi_{\infty}\right)$ for $i \in K_{u}$ and $-e_{i i}\left(\breve{\phi}_{\infty}\right)$ for $i \in K_{i}$ are the equal maxima.

> Proof for Case 1. Differentiating Eq. (3), we have

$$
\begin{align*}
\nabla U(\phi)= & \left(\sum_{i \in J_{u}}\left[e_{u i}(\phi)\right]^{p}+\sum_{i \in J_{i}}\left[-e_{l i}(\phi)\right]^{p}\right)^{1 / p-1} \\
& \times\left(\sum_{i \in J_{u}}\left[e_{u i}(\phi)\right]^{p-1} \nabla e_{u i}(\phi)-\sum_{i \in J_{i}}\left[-e_{l i}(\phi)\right]^{p-1} \nabla e_{i i}(\phi)\right) \\
= & \left(\sum_{i \in J_{u}}\left[e_{u i}(\phi)\right]^{p}+\sum_{i \in J_{i}}\left[-e_{i i}(\phi)\right]^{p}\right)^{1 / p} \\
& \times\left(\sum_{i \in J_{u}} \frac{\left[e_{u i}(\phi)\right]^{p}}{\sum_{i \in J_{u}}\left[e_{u i}(\phi)\right]^{p}+\sum_{i \in J_{l}}\left[-e_{l i}(\phi)\right]^{p}} \frac{\nabla e_{u i}(\phi)}{e_{u i}(\phi)}\right. \\
& \left.-\sum_{i \in J_{i}} \frac{\left[-e_{l i}(\phi)\right]^{p}}{\sum_{i \in J_{u i}}\left[e_{u i}(\phi)\right]^{p}+\sum_{i \in J_{i}}\left[-e_{i i}(\phi)\right]^{p}} \frac{\nabla e_{l i}(\phi)}{\left[-e_{i i}(\phi)\right]}\right) \tag{9}
\end{align*}
$$

The necessary conditions for an optimum of $U(\phi)$ are that

$$
\begin{equation*}
\nabla U\left(\check{\phi}_{p}\right)=0, \tag{10}
\end{equation*}
$$

where $\ddot{\phi}_{p}$ denotes the optimum parameter vector for particular values of $p$. Let

$$
\begin{gather*}
\mu_{i}(p)=\frac{\left[e_{w i}\left(\check{\phi}_{p}\right)\right]^{p}}{\sum_{i \in J_{k}}\left[e_{w i}\left(\phi_{p}\right)\right]^{p}+\sum_{i \in J_{k}}\left[-e_{i i}\left(\dot{\phi}_{p}\right)\right]^{p}},  \tag{11}\\
\lambda_{i}(p)=\frac{\left[-e_{l i}\left(\ddot{\phi}_{p}\right)\right]^{p}}{\sum_{i \in J_{k}}\left[e_{k i}\left(\dot{\phi}_{p}\right)\right]^{p}+\sum_{i \in J_{h}}\left[-e_{i i}\left(\dot{\phi}_{p}\right)\right]^{p}},  \tag{12}\\
\mathbf{u}_{\mathrm{ki}}=\lim _{p \rightarrow \infty} \mu_{i}(p),  \tag{13}\\
x_{i i}=\lim _{p \rightarrow x} \lambda_{i}(p) . \tag{14}
\end{gather*}
$$

Then, assuming that the above limit exists, it is clear that, as $p \rightarrow x$, the necessary conditions for optimality applied to Eq. (9) yield

$$
\begin{align*}
u_{u i} & =0,  \tag{15}\\
l \geqslant 0, & i \notin K_{u},  \tag{16}\\
& i \in K_{u}, \\
u_{l i} & =0, \\
i \neq 0, & i \notin K_{b}, \\
& i \in K_{i},
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{i \in K_{w}} u_{w i}+\sum_{i \in K_{i}} u_{l i}=1 \tag{17}
\end{equation*}
$$

Therefore, as $p \rightarrow \infty$,

$$
\begin{equation*}
\sum_{i \in K_{w}} u_{u i} \nabla e_{w i}\left(\delta_{x}\right)=\sum_{i \in K_{i}} u_{l i} \nabla e_{i i}\left(\phi_{x}\right), \tag{18}
\end{equation*}
$$

and the theorem is proved.
Proof for Case 2. Following a similar procedure to the one used for Case 1, the same conditions can be derived, but in this case we let

$$
\begin{align*}
& \mu_{i}(p)=\frac{\left[-e_{i}\left(\mathscr{\phi}_{p}\right)\right]^{-p}}{\sum_{i \in \epsilon_{s}}\left[-e_{w i}\left(\phi_{p}\right)\right]^{-p}+\sum_{i \in \epsilon_{l}}\left[e_{i}\left(\phi_{p}\right)\right]^{-p}},  \tag{19}\\
& \lambda_{i}(p)=\frac{\left[e_{i j}\left(\phi_{p}\right)\right]^{-p}}{\sum_{i \in \epsilon_{k}}\left[-e_{k i}\left(\dot{\phi}_{p}\right)\right]^{-p}+\sum_{i \in \epsilon_{l}}\left[e_{i i}\left(\bar{\phi}_{p}\right)\right]^{-p}} . \tag{20}
\end{align*}
$$

Theorem 3.2. If the relations in Theorem 3.1 are satisfied at a point $\phi_{\infty}$ and the $e_{u i}(\phi)$ are convex for $i \in I_{u}$ and the $e_{i i}(\phi)$ are concave for $i \in I_{l}$, then $\grave{\phi}_{\infty}$ is optimal.

Proof for Case 1. Assuming the $e_{u i}(\phi)$ are convex and the $-e_{b_{2}}(\phi)$ are convex, we have

$$
\begin{gather*}
e_{u i}\left((1-\lambda) \phi^{2}+\lambda \phi^{2}\right) \leqslant(1-\lambda) e_{u i}\left(\phi^{1}\right)+\lambda e_{u i}\left(\phi^{2}\right),  \tag{21}\\
-e_{l i}\left((1-\lambda) \phi^{1}+\lambda \phi^{2}\right) \leqslant-(1-\lambda) e_{l i}\left(\phi^{1}\right)-\lambda e_{l i}\left(\phi^{2}\right),
\end{gather*}
$$

for $0 \leqslant \lambda \leqslant 1$. Therefore, for $p \geqslant 1$,

$$
\begin{align*}
& \left(\sum_{i \in J_{u}}\left[e_{u i}\left((1-\lambda) \phi^{1}+\lambda \phi^{p}\right)\right]^{p}+\sum_{i \in J_{i}}\left[-e_{i i}\left((1-\lambda) \phi^{1}+\lambda \phi^{p}\right)\right]^{p}\right)^{1 / p} \\
& \leqslant\left(\sum_{i \in J_{w}}\left[(1-\lambda) e_{u i}\left(\phi^{1}\right)+\lambda e_{w i}\left(\phi^{2}\right)\right]^{p}\right. \\
& \left.\quad+\sum_{i \in J_{i}}\left[-(1-\lambda) e_{i k}\left(\phi^{1}\right)-\lambda e_{i i}\left(\phi^{2}\right)\right]^{p}\right)^{1 / p} \\
& \leqslant \\
& \quad(1-\lambda)\left(\sum_{i \in J_{m}}\left[e_{w i}\left(\phi^{p}\right)\right]^{p}+\sum_{i \in J_{i}}\left[-e_{b i}\left(\phi^{1}\right)\right]^{p}\right)^{1 / p}  \tag{22}\\
& \quad+\lambda\left(\sum_{i \in J_{u}}\left[e_{w i}\left(\phi^{2}\right)\right]^{p}+\sum_{i \in J_{i}}\left[-e_{l}\left(\phi^{2}\right)\right]^{p}\right)^{1 / p}
\end{align*}
$$

from Minkowski's inequality (Ref. 7). Hence,

$$
\begin{equation*}
U\left((1-\lambda) \phi^{1}+\lambda \phi^{2}\right) \leqslant(1-\lambda) U\left(\phi^{1}\right)+\lambda U\left(\phi^{2}\right) . \tag{23}
\end{equation*}
$$

Therefore, $U(\phi)$ is convex, and Theorem 3.2 follows.
Proof for Case 2. Using Eq. (21) we have, for $p \geqslant 1$,

$$
\begin{align*}
& \left(\sum_{i \in I_{u}}\left[-e_{w i}\left((1-\lambda) \phi^{1}+\lambda \phi^{2}\right)\right]^{-p}+\sum_{i \in I_{i}}\left[e_{i i}\left((1-\lambda) \phi^{1}+\lambda \phi^{2}\right)\right]^{-p}\right)^{-1 / p} \\
& \geqslant\left(\sum_{i \in I_{z}}\left[-(1-\lambda) e_{w i}\left(\phi^{1}\right)-\lambda e_{w i}\left(\phi^{2}\right)\right]^{-p}\right. \\
& \left.\quad+\sum_{i \in I_{i}}\left[(1-\lambda) e_{i i}\left(\phi^{1}\right)+\lambda e_{l i}\left(\phi^{2}\right)\right]^{-p}\right)^{-1 / p} \\
& \geqslant(1-\lambda)\left(\sum_{i \in I_{w}}\left[-e_{w i}\left(\phi^{1}\right)\right]^{-p}+\sum_{i \in I_{i}}\left[e_{i i}\left(\phi^{1}\right)\right]^{-p}\right)^{-1 / p} \\
& \quad+\lambda\left(\sum_{i \in I_{u}}\left[-e_{w i}\left(\phi^{2}\right)\right]^{-p}+\sum_{i \in I_{i}}\left[e_{i i}\left(\phi^{2}\right)\right]^{-p}\right)^{-1 / p} \tag{24}
\end{align*}
$$

This inequality (Ref. 7) is a counterpart to Minkowski's inequality. Hence,

$$
\begin{equation*}
-U\left((1-\lambda) \phi^{1}+\lambda \phi^{2}\right) \geqslant-(1-\lambda) U\left(\phi^{1}\right)-\lambda U\left(\phi^{2}\right) . \tag{25}
\end{equation*}
$$

Therefore, $U(\phi)$ is convex, and Theorem 3.2 follows,

## 4. Examples

Example 4.1. The first example is to find a second-order model of a fourth-order system when the input to the system is an impulse for different values of $p$. The transfer function of the fourth-order system is

$$
\begin{equation*}
G(s)=(s+4) /(s+1)\left(s^{2}+4 s+8\right)(s+5) . \tag{26}
\end{equation*}
$$

The transfer function of the second-order model considered is

$$
\begin{equation*}
H(s)=c\left[\left[(s+\alpha)^{2}+\beta^{2}\right] .\right. \tag{27}
\end{equation*}
$$

Therefore, in our case, we have

$$
\begin{align*}
S(t)= & (3 / 20) \exp (-t)+(1 / 52) \exp (-5 t) \\
& -[\exp (-2 t)[65](3 \sin 2 t+11 \cos 2 t),  \tag{28}\\
F(\phi, t)= & (c / \beta) \exp (-\alpha t) \sin \beta t,  \tag{29}\\
\phi= & {[\alpha, \beta, c]^{\mathrm{T}}, }  \tag{30}\\
\psi_{i}= & t_{i}, \quad 0 \leqslant t_{i} \leqslant 20,  \tag{31}\\
e(\phi, t)= & F(\phi, \psi)-S(\psi),  \tag{32}\\
U(\phi)= & {\left[\sum_{i=1}^{101}\left|e\left(\phi_{2} t_{i}\right)\right|^{p}\right]^{1 / p} . } \tag{33}
\end{align*}
$$

The above objective function, which corresponds to the situation $S_{u}=S_{i}=S$ and $w_{1}=v_{l}=1$ in Case 1, was set up using 101 uniformly spaced points over the range 0 and 20 sec . The values of $p$ used for optimization ${ }^{5}$ were $2,6,10,20,30,40,50,70,80,100,200$, 1000, and 10,000 (see Fig. 1).

[^2]


Fig. 1. Optirnum error for least-squares and least-10,000th approximation for Example 4.1.


Fig. 2. $\mu_{i}(p)$ or $\lambda_{i}(p)$, as appropriate, calculated at specified values of time and for certain values of $p$ for Example 4.1.

The values of $\mu_{i}(p)$ and $\lambda_{i}(p)$ were calculated for different values of $p$ and for different values of $t$. Seven values of $t$ were considered, of which four were the points where the approximately equal extrema occurred. Figure 2 demonstrates the validity of Eqs. (15) and (16).

Example 4.2. Here, we consider the design of 10 -ohm to 1 -ohm quarter-wave transmission-line transformers taking, for convenience, 0.3 as an upper specification for the magnitude of the reflection coefficient $\rho$ over a specified $100 \%$ frequency band. The basic problem has been previously defined and analyzed in the context of optimality by Bandler (Ref. 3, see also Refs. 9 and 10). The optimum two-section transformer violates the specification. The optimum three-section transformer, on the other hand, satisfies the specification. The value of $p$ for both cases in the optimization process was 10,000 . 101 uniformly spaced sample points were used.

The maximum values of $e_{u i}\left(\ddot{\phi}_{p}\right)$, where $\cdot F=|\rho|$ and $S_{u}=0.3$, and the frequencies at which they occur are shown in Tables 1 and 2. Using Eq. (11) and Table 1, nonzero multipliers in the ratio

$$
3.001: 2.001: 1.000
$$

can be fcund; and, using. Eq. (19) and Table 2, nonzero multipliers in the ratio

$$
2.999: 2.807: 1.759: 1.000
$$

Table 1. Optimum two-section transformer with $p=10^{4}$ (specification violated, Case 1).

| Maximum of $\epsilon_{\mathrm{ui}}\left(\check{\phi}_{\boldsymbol{p}}\right)$ | 0.12857552 | 0.12857031 | 0.12856139 |
| :--- | :---: | :---: | :---: |
| Frequencies <br> at which maximum occurs, GHz | 0.5 | 1.0 | 1.5 |

Table 2. Optimum three-section transformer with $p=10^{4}$ (specification satisfied, Case 2).

| Maximum of $-\iota_{u}\left(\check{\phi}_{p}\right)$ | 0.10270671 | 0.10270739 | 0.10271219 | 0.10271799 |
| :--- | :---: | :---: | :---: | :---: |
| Frequencies <br> at which maximum occurs, GHz | 0.5 | 0.77 | 1.23 | 1.5 |

can be found. These results may be compared with those of Bandler (Ref. 3).

## 5. Conclusions

It has been shown (Ref. 5) that, for violated specifications in generalized least $p$ th approximation, we have a close analcgy with minimization of a penalty term designed to bring one closer to the boundary of the feasible region, whereas, for satisfied specifications, we have an analogy with minimization of a penalty term designed to steer a feasible solution deeper into the feasible region. Conventional approximation problems fit into the former category, but conditions of optimality are required for both.

In the limit, the conditions for a minimax approximation are obtained as is to be expected. It is felt that new insight into minimax algorithms is gained, since appropriate algorithms might attempt to force these conditions in an iterative manner by using extremely large values of $p$.
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