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Cascaded Network Optimization Program

JOHN W, BANDLER, MEMBER, IEEE, JADRANKA R. POPOVI~, AND VIRENllRA K. JHA

Absfracf—A user-oriented computer program package is presented

that will analyze and optimize certain cascaded liiear time-in-

variant electrical networks such as microwave filters and all-pass

networks. The program is organized in such a way that future addi-

tions or deletions of performance specifications, constraints, op-

timization methods, and circuit elements are readily implemented.

Presently, a variety of two-port lumped and dk.tributed elements,

all-pass C-type sections and all-pass D-type sections can be treated

as fixed or variable between upper and lower bounds on the parame-
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ters. Adjoint network sensitivity formulas are incorporated. The

Fletcher-Powell or Fletcher optimization methods can be called to

optimize in the least pth sense of Bandler and Charalambous an

objective function incorporating simultaneously, at the user’s dis-

cretion, input reflection coefficient, insertion 10SS, group delay, and

the parameter constraints (if any). The program is particularly

flexible in the way in which response specifications are handled at

any number of, in general, overlapping frequency bands. The

package, which is written in Fortran IV, has been tested on a CDC

6400 d@al computer.

I. INTRODUCTION

A USER-ORIENTED computer program package is

presented that will analyze and optimize certain

cascaded linear time-invariant networks such as micro-

wave filters and all-pass networks in the frequency domain.
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State-of-the-art techniques in gradient minimization of

functions of many variables such as the Fletcher-Powell

[l] and Fletcher [2]methods areavailable to the user.

The adjoint network method of gradient evaluation for

ciriuit elements in the frequency domain [3]–[5] is

largely employed. State-of-the-art techniques in least pth

approximation developed by Bandler and Charalambous

and generalized for such tasks as titer design are incor-

porated [6]. The present work and computer program

associated with it represent a significant advance in @i-

ciency and organization over previous similar work [7].

The program is organized in such a way that future

additions or deletions of performance specifications, con-

straints, optimization methods, and circuit elements are

readily implemented. Presently, a variety of two-port

lumped elements, including resistors, inductors, and capac-

itors as well as lumped resonant and antiresonant circuits,

and distributed elements such as lossless transmission

lines including open and shorted stubs, all-pass C-type

sections, and all-pass D-type sections can be handled.

Upper and lower bounds on all relevant parameters can

be specified by’ the user. At the user’s discretion, a least

pth objective function or a sequence of least pth objective

functions incorporating simultaneously input reflection

coefficient, insertion loss, relative group delay, and pa-

rameter constraints (if any) are automatically created.

Finite values of p greater than 1 can be used. It is felt

that the program is particularly flexible in the way in

which response specifications are handled ‘at any number

of, in general, overlapping frequency bands.

The package, which is written in Fortran IV, has been

tested on a CDC 6400 digital computer. Some of the

many test examples will be presented here to illustrate

the approach. Examples of input and output as well as

actual execution times will be given.

II. THEORY

The Probkm

The discrete approximation problem which the package

solves can be stated, in general, as follows. A point ~ is

sought which results in the ‘[best” solution of the set of

design inequalities

where

F,(4,ti)

sr.(#i)

s,, (*,)

Cj(+)

C.j

Clj

4

rth actual response function evaluated at +i;

rth upper specified response bound evaluated

at *i;

rth lower specified response bound evaluated

at ii;

jth constraint function;

jth upper constraint bound;

jth lower constraint bound;

vector containing the lC independent design

parameters;

301

*i ith sample point of the independent vari-

able $.

Some of the upper bounds may be + co and’some of the

lower bounds may be – m, in which case they are ignored.

Some of the upper and lower bounds may be the same

(single specification/constraint). An acceptable and feasi-

ble design is one for which the inequalities are satisfied.

It is the job of the designer to ensure that his design

problem is specified in a physically meaningful way.

For notational simplicity we define a specification s;,

which may be an upper or lower response bound or con-

straint bound, and a corresponding weight x; such that

1
+1.0 if .si is an upper bound

xi = (3)

– 1.0 if .s~is a lower bound.

Then the problem essentially becomes one of satisfying a

number of inequalities of the form

Z(?J-S)<O (4)

where all subscripts are dropped to avoid confusion, y is

F, or C. y will be called the approximating function. It is

understood that (4) must include all design specifications

and constraints implied by (1) and (2).

The Objective Function

The objective function to be minimized is computed

as [6]

‘-+%3”)’” (5)

and the gradient vector as [6]

‘U+-($)”)’’q’-’(+ive)‘6)
where

eewz(y–s) —: (7)

M-maxe (8)

qe-psgn M (9)

and

i

all e, ifM<O

~ summation over

all e > 0, if M>O;

P any finite real number greater than 1;

w positive weighting factor;

& artificial margin.

The designer exercises his own discretion as to the values

of p, the weighting factors w and the artificial margin ~.

Discussion of these parameters is available in the liter-

ature [5], [6], [8]–[10] and so will not be repeated here.
An important point to remember, however, is that the

first optimization with a particular value of p will deter-

mine whether the specifications and constraints can be

satisfied for any other value [9].
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Performance specifications and parameter constraints

are clearly treated in essentially the same way by the

objective function. Fig. 1(a) shows possible contours of

the least pth objective function without parameter con-

straints, and Fig. 1(b) shows possible contours for the

same problem when a single upper bound on one param-

eter is desired (see also Charalambous [10]).

Interval Translation and Artificial Points

To distinguish conveniently between the various re-

sponses or constraint functions, particularly because of

the different ways in which the corresponding gradients

are calculated we have employed the following scheme.

We assume that all responses are to be considered on the

interval [O,zu) or subintervals or points contained in that

interval of the independent variable z. Let the total num-

ber of response functions F, be n,. Then we let

I

z + nVzU, ifr=O

Z’ + (lo)

z + (r — 1)2., if r < {1,2,. ..,n, )

where r = O denotes that n. constraint functions C, are to

be considered for z = 1,2,... ,n..

Thus we can identify any response function to be con-

sidered and the point at which it is to be calculated as

well as any constraint function by examining the value

of z’ as follows:

I

z! > n,zw then y ~ C, Vy +-- VC

if (11)

(r– 1)2. ~ z’ < rzuforanyr < {1,2,...,n,)

then y h F., Vy +- vF,.

III. IMPLEMENTATION

The Subprograms

Fig. 2 shows a block diagram of the subprograms com-

prising the network optimization program. A brief de-

scription of these subprograms is given in this section.

CANOPT ( CAscaded Network Optimization program)

is the subroutine called by the user. It reads and organizes

input data, determines z’ as in (10), controls the other

subprograms, and prints out results. It also enables the

user to enter, conveniently, single specifications (upper

equals lower) by setting the parameter x to O. The pro-

gram splits these into the upper and lower specifications

which it is designed to handle.

Subroutine OBJECT computes the objective function (5)

and the gradients (6). Calculation of e as in (7) is per-

formed through function subprogram ERROX. Subroutine

APPROX is responsible for calculating y and Vy as in (11).

OPTIM1 performs optimization by the Fletcher method

and 0PTIM2 by the Fletcher–Powell method. See Table I

for a summary of the features and options currently pro-

grammed and the parameters which must be specified by

the user. Tables 11 and III expand some of the items of

parameter

~ ‘O”s:’”’

(a)

“O\ \u<O-’-%\

‘bx7K-’-% ,P-ib,e

A
v, ‘unconstrained

solution

\ ,E’n
,>0

(b)

\w

u<0
possible

constrained

solution

+2

I

L+,

Fig. 1. (a) Example of contours of objective function (5) without
constraints. (b) Example of contours of objective function (5)
with one parameter constraint.

m
ERROX APPROX CODE 2

L A

7“”CANOPT OBJECT

Fig. 2. The subprograms.

Table I to show the circuit elements

porated.

H==l
1“

1:

l+=
ECOOE C

COOE D

presently incor-

The Circuit Configuration

The package will optimize a cascade connection of the

two-port elements listed in Tables II and III. Elements

1–15 may be connected in any order (sequentially from

the source to the load) using as many as required or as

many as the computer being used can accommodate.

The first six elements are one-parameter lumped ele-

ments. Their parameter values should be normalized by

the user to his center frequency and source resistance,

appropriately, as outlined in the Appendix.

The next four elements are three-parameter tuned cir-

cuits. They are characterized by resonant or antiresonant
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TABLE I
SUMMARY OF FEATURES, OPTIONS, AND PARAMETERS REQUIRED

—

Features Type Options Parameters

Objective Least 1< p< w Value of p for each of a specified
Functions Ptb number of optimizations

Artificial msrgin
Difference in objective functions
for termination

Nomslization frequency
Performance Upper [+i, ]
Specifications ~f::::t (1) Number of Number of

points and bands or

and Lower (-l. ) Insert ion
constraints intervals

10ss
(2) For each:

Parameter Specif icat ionfconstraint
Cons traints Single (O. ) Group

(3)
Weighting factor

delay Type

Parameter
Option

value
(o)

Frequency Lower tid
(sample p0i3it) upper frequencies
or parameter (band edges)

Number of
subint ervals

Optimization Gradient Fletcher (1) O@ ion

Methods Number of iterations allowed

:$e;y- (2) Estimate of lower bound on

objective function
Test quantities for termination

Circuit Cascaded See Tables Number of elements

Elements Two-port II and III Sequence of code numbers
Parameter values
Indicator for fixed or variable
parametez%
Load resistance

See Table III for C- and D-sections

TABLE II
ELEMENTS AND CODE NUMBERS

Element Connect ion Code Parameters

inductor series 1
induct mce

shunt 4

capacitor series 3
capacitance

shunt 2

resistor series 5
resistance

shunt 6

resonant series 7 resonant freque”c~
circuit q“alit~ factor

,hmt 10 slope reactam.

ant iresonant series 9 antiresonant frequency
circuit quality factor

shunt s slope susceptance

series
11short ed

shunt
14shorted

lossless
transumss ion length

line series
open

13

characteristic
shunt

12 impedance
open

cascade 15

TABLE III
AL~PASS SECTIONS

Parameters

All fixed or all va.rxable
(determined by one ind=ciitor)

Fixed

lokatlon of real zeros number of
of C-sections C-sections

locat,on of real parts of
zeros of D-sections

number of

location of imagumry parts of
D-sections

zeros of D-sect.ons

delay level cutoff
frequency

frequency, quality factor, and slope reactance or suscep-

tance, as appropriate. Normalization as before must again

be carried out by the user.

Elements 11–15 are two-parameter lossless transmission-

Iine components. All are characterized by normalized

length and characteristic impedance (see Appendix).

The all-pass sections (Table III) are treated in the same

way as, for example, Kudsia [11]. Group delay relative

to the delay level in nanoseconds is calculated.

Presently, the source and load are real constant resist-
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m*--r7
~––~

Fig. 3. Filter design example.

antes, the source being assumed to be unity. Frequency-

dependent complex source and load impedances are read-

ily accommodated or can be constructed or modeled,

where appropriate, by defining suitable fked components.

Additional Elements

The simplest way of handling two-port sections not in

the present list is to replace an existing element, frequent

use of which is not anticipated, by the desired element,

preferably with the same number of parameters. In this

case, only a few Fortran limes dealing with the ABCD

matrix of the element and its sensitivities need be changed.

If the parameters of the new element are not to be changed

then sensitivity formulas are not necessary.

Adding elements is slightly more complicated in that

more Fortran lines need adjustment. The procedure used

for the existing elements can be readily followed. Dis-

tributed RC lines, nonuniform lines, and transistor ampli-

fier stages are examples of two-ports that can be added.

Calculation of Functions

Subroutine CANOPT specifically reads actual frequencies

(which are automatically normalized) for the response

functions and actual parameter number for the upper

and lower parameter bounds. The normalized frequency

and parameter number become the values of the vari-

able z. Presently, Z. = 10 and n, = 3. Subroutine OBJECT

ensures that the y and Vy (z’) are calculated only once for

each distinct value of z’. When bands overlap or there

are upper and lower specifications/constraints at any z’

the objective function U may require the appropriate

information but this need not be calculated twice.

Subroutine APPROX is organized in such a way that the

first approximating function, namely, reflection coefficient

(see Table I) and its derivatives (r = 1) are calculated

by only one analysis of the original network at each fre-

quency. One analysis of the original network and one
analysis of the suitably terminated adjoint network (see

Bandler and Seviora [4]) yields all the information

needed for the evaluation of the second approximating

function, namely, insertion loss in decibels (see Table I)

and its derivatives (r = 2).

When r = 3 the group delay in nanoseconds is calcu-

lated for elements 1–15. Sensitivities are calculated by

perturbation techniques since the small savings in com-

puting time realized by the adjoint network method [5]

did not seem to be worth the additional programming

complexity. The group delay and sensitivities for the

C-type and D-type sections are calculated from analytic

expressions [11].

Additional response functions and constraints are read-

ily accommodated in WPROX since these are identified

by 2’.

IV. EXAMPLES

Example I

To illustrate the input data and output results we opti-

mized the high-power output filter considered previously

[7]. Fig. 3 shows the circuit diagram, and Fig. 4 shows

actual user-specified data printed out by the package.

This data defines the problem to be solved. Note that

only the slope reactance and susceptances at 11885.5

MHz are varied. The specifications to be met are 0.85 dB

on the interval 11 843–1 1928 MHz, which is the pass-

band, and at least 66 dB at 11700 MHz, at least 31 dB

at 12038 MHz, and at least 41 dB at 12080 MHz. Ob-

serve that the response at the starting point is printed out

(Fig. 5), results for p = 2 (Fig. 6), and results for p =

1000 (Fig. 7), where the starting point for p = 1000 is

the best solution reached using p = 2.

Note the large number of significant figures to which

the structure has symmetrical parameter values. Since

the corresponding parameters were not forced to be sym-

metrical we feel this is a good indication of the efficiency

of the package along with the very small execution times.

The results differ slightly from those presented previ-

ously [7] since an upper (passband) spec&cation of 0.85

dB was not explicitly demanded before. The execution

times are also significantly improved. The parameters

were unconstrained here.

Example 2

This example concerns the design of an optimum group

delay equalizer using one microwave C-section [7]. The

given delay and the starting and optimized values of the

parameters as well as the corresponding total relative

group delay is shown in Table IV.

To give an indication of increased efficiency, the execu-

tion times obtained previously [7] for p = 2, 10, and

10000 were about $ s, l% s, and 10 s, as compared with

the corresponding figures shown in Table IV.

V. CONCLUSIONS

An efficient user-oriented cascaded network optimiz%

tion package suitable for microwave circuit design has

been presented. It has been extensively tested on a wide

range of problems of interest, in particular, to microwave

engineers. Some of these are presented in this paper. Other

tests using transmission-line filters including constraints

reproduce efficiently the results presented elsewhere [6],

[12]. The availability of the complete program and docu-

mentation is indicated in a computer program description

in this issue [13]. It is hoped that the release of this work
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INPUT DAr A
----------

NLIIIBER OF ELEYENIS

THE CALCULATE] NtiNBER OF Parameters

:00:
NJ IIEIER

8
8

;
7
7
8
8
8
7
7

:
8

!
7
7

6

PARAH:TER
CONOITION

Hiw
VARIABLE
FIxE)
FIXE9
VA& IABLE
FIiEJ
FIxE2
VARIABLE
FIXEJ
FIxEJ
VARIABL:
FIXE_I
FIXELI
vAR14FILE
FIXEJ
FIXEO
VARIABLE

NuN9E? OF ; S: CT IONS o

NUF03SR OF O S: CT IONS o

LOAO <E SISIAN:E l.rloooo LILloi+oo

NUMBER OF FREQUENCY INrERvALS 1

NUMBE< OF FRE2UEWCY POINr S 3

Lou:? yPPER NLJt4BCR OF SPECIFICATION TYPE
FR; QU:;4:Y FRc QUE’NC Y SU81NrERVALS

W$j;NG

1.18430000 E*04 1.i928do OOE+J4 20 8.50000000 E-01 INs ERIION LOSS uPPER 1. OUOOOOOOL+GO

THE CALCULATED T3TAL NU!49ER OF IN TEE!VALS 4

CENr:< F17EC!UENCY 1.1885500 JE+04

CUT-3FF FR:QU:NCY -0.

FLETCHER Ii=THOO MILL LTE USEO

rEST QUAYr ITIES TO BE USEO IN FL ErCHER ffEr HOD
1.0000 OOOOE-06
1.0000 OOOOE-06
1.0000 OOOOE-06
1.00 II OOOOOE-06
i.oolToooolrE-06
l.OOti OOOOOE-Ob

ES TIMATt 0= L3i4ER BOUNO ON FUNCr ION TO BE HINI141ZE0 -8.5000000 uE-01

OIFFE<EN:E IN THE 3BJECr IVE FUNCr IoN
IN SWCE5SIVE OPr IHIZATIONS

ARrIi ICIAL HA< GIN

NUffBE? OF :OM>LETE OPrIMIZATIONS

VALUES OF >

HAXI!4LJM NUMBER OF ALLOWABLE Iterations

INTER~EOIATE OUTPUT TO BE PRINTEO EvERY

Fig. 4.

-o.

-o.

z

100;

500

100 Iterations

Printout of data supplied by user for the filter design
example.
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RESPONSE AT THE STARTING POINT.---.-------------- ------------

Fig. 5. Printout of starting response forthefilter design example.

OPTIMIZATION 3Y FLETCHER t4ETi OD-----.---------- . --------------
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i.6i779570E+02

i:uwhwnz
3.49815058E+02
3.1521 Z895E+OZ
3.id684312E+02
i.64ti07744E+02

VARIABLE JECT3i?

h;:;~m~j]::~g
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----=-- ------- ----------------
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1.1647 Z500E.*04
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1.20380000E+04
L.20800000E+04

iy:~my:~:~~
6.70141364E-01
6,.6644 u677E-01
6.56996345E-01
6.39311402E-01
6.i858491ZE-01
6.01208443E-01
5.90386800E-01
5.85488731E-01
5.8424153 iE-Oi
5.85487763 E-01
5.90376062E-OA
6.0ii5,?59i E-Oi
6.18471073 E-O1
6.39129468E-01
6.5681565 uE-01
6.66348608E-01
6.70037096E-01
6.8i83iti92E-01
7.23019460E-01
6.62673744E+01
5.45704943 E+01
6.79881381< +01

GRAOIENT VFCTOR

-Rwtw%:!:
2.4541 u552E-02
2.71682250E-02
9.69 S13766E-OJ

-6.0 R806447E-03

mwwi
4.9548 Lb59E-05

-8.87958811E-05
2.95i29547E-Ob

-5.,324750 ZE-05

=4:1 W$?W=8*
-6.6925 i700L-05
-1.4 Z958306E-04
-1.11094646L-O4
-2.43869 d76E-04

:2:W2$WE:8?
-1.1107 O774E-O4
-{.91521478E-05
-1. z9238318E-04
-2.68698235E-04

G< AOIENT VECTOR

3: Z!MW21
-9.32953065E-12
‘9.19923989E-i2
-1.00 i57384E-ii.
-i.4272ti548E-ii

(b)

Fig. 6. Printout of results forp = 2forthe filter design example.
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OpTIMi ZAr13N 9r FLETCHER METHOD-------------------------------

;l’$R&ION FUYCTI04 TI”ME EL APSELI
EVALUATIONS (SE20NDS)

oBJEGTIVE
FuNCTION

o 1 2. Q5001TOOOE-UI -1.24735517E-u I

10a 1.33 2.7 Z990000L+01 -1. +5592932E-01

IEXIT. 4EITHE? OF THt FOLLOWING THINGS HAS HAP PENEO
i. EPS CtiOSEN IS TOO SHALL
2. GRAoIENTS ARE NOT COR?ECT
3. M4TRIx ti GOES SXNGULAR

REWLTS AT LAST ITERATION
-------------------------
IT~~&r ION FJICTION ExE:UT12N TIME
NUMB;< EVALUATIONS [S.ECONO>I

OBJECTIVE
FuNCTION

118 152 3.i Z79uti OOE+Lli -i.45706223E-ITi

vARIAdLE bfZCT3R

I:wmu$lz
3.29204539 E+,J2
3.2920454 uE+02
Z.9+46609JE+02
i.835i78L4E+02

I:?wwlwi
3.2340270 AE+02
3.2346 Z7J1E+OZ
Z.8.Z370971E+02
1.944 d4867E+OZ

tiARIAELE V:CT3R

JALUE OF Q -1000

(a)

FINAL RESPONSE OF THE CIRCUIT------------------------------

l!:wwiMH?
3.?1527733<+02
3. L.i527739E+02
2.835589 !15E+02
1.95 b73764E+02

G< AD ILNT VECTOR

I:%WW:8!
i.5i. i60336E-04
1.55160353E-04
1.76834716E-03
5.570 d2059E-04

:z:$ijg;::;~:gj
-3. b5865b53E-03
-3.69865653 E-03
‘4.713752640E-03
-5.3906 %163E-03

GkAOIENT VECTOR

3:jM’wE:8g
-2.32158352E-08
-2.32 i6b530E-08
‘3.080929131E-08
-3.31J5695z9E-08

EXECUTION TIME IN SECONDS= 110.53300

(b)

Fig.7. Printout ofresultsforp = 1000 forthefilter design example.

will stimulate practical application of our ideas and their

incorporation into future general design programs [14],

[1.5]. It should be noted that interactive versions of

CANOPT can be readily written by very straightforward

modificationsto the present program.

A~PE~~Ix

Normalizaticrn of Parameter Values

To illustrate the normalization process we may con-

sider the following examples. For element 1, a series in-

ductance, we consider a parameter L. such that w.L.,

where w. is the normalized frequency, yields the desired

reactance in ohms. Thus, if the normalization frequency

is 3 GHz, the inductance 2 nH, then L. = 127T. For

elements 11–15, for example, we consider a length L such

that tan (77/2) wJ. yields the desired value of the frequent y

variable for lossless transmission lines.

Sensitivity Expressions

Sensitivity expressions for elements 1–15 have either

been published [4], [5] or are readily obtainable using a

procedure similar to the example which f~llows. For ele-

ment 7, for example, the quantity I~AZ~I (see Bandler

and Seviora [4, table I]) is given by

“AZ=[-::’WRIAQ+[4$531’”’

+[+U’+[W1+31A’J
where Z is the impedance of the element, I is the original

network current and ~ is the adj oint network current

through it, W’ k the resonant frequency, Q is the quality

factor, and X’ the slope reactance at w = (.& The expres-

sions in square brackets are appropriate sensitivity exe-,

pressions with respect to Q, ~’, X’, and w, respectively.
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TABLE IV
GROUP DELAY EQUALIZER DESIGN USING THE FLETCHER METHOD

Parameters

value
of p

Starting
2

point
10+ 10,000

a [11] 340 349.27 365.94
d [11]

368.77
86 86.64 87.68 87.75

Frequency Given delay
(MHz) (nsec)

Total relative group delay (iisec)

7,976

7,977

7,978

7,979

7,980

7,981

7,982

7,983

7,984

7,98S

7,986

7,987

7,988

7,989

7,990

7,991

69.03

62.61

58.03

54.79

52. S2

50.79

49.98

49.49

49.49

49.97

50.95

52.50

54.75

57.99

62.S5

68.94

4.11

0.30

-1.48

-1.83

-1.28

-0.52

0.S6

1.09

1.08

0.54

-o .3?

-1.32

-1.89

-1.54

0.22

4.01

3.s3 2. 56+ 2.49*

-0.19 -0.99 -1.04

-1.84 -2 .42= -2.43*

-2.03 -2.33 -2.29

-1.31 -1.29 -1.19

-0:37 -0.02 0.13

0,85 1.48 1.69

1.47 2.26* 2.49*

1.46 2.26* 2.49*

0.83 1.46 1.66

-0.23 0.12 0.28

-1.3s -1.33 -1.23

-2.09 -2.39 -2.35

-1.90 -2.48* -2.49*

-0.27 -1.07 -1.12

3.43 2.46= 2. 39=

Maximum error 4.11 3.53 2.56 2.49

Sxecution o
time (see)

0.4 0,8 6

~ optimization for p = 10 was started at the optimum for p = 2.
* Extrema in the response.
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